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Abstract

Mafia, or Werewolf, is a strategic game where two teams compete to eliminate each other’s players through deception and
hidden roles. The game dynamics and role interactions share notable similarities with adversarial behaviors in network security,
making it a valuable framework for modeling cyber threats, particularly botnet detection. In this paper, we introduce a novel
game-theoretic approach to botnet detection, leveraging the strategic deception dynamics of the Mafia game to model adversarial
behavior in cybersecurity. We present a mathematical model for Mafia games, formulating winning strategies for different roles
using linear relations and reinforcement learning techniques. Furthermore, we establish a direct mapping between Mafia game roles
and network security components, illustrating how botnet attack patterns align with hidden-role game mechanics. Our proposed
detection strategies are applied to real-world network attack scenarios, demonstrating their effectiveness in mitigating botnet threats.
We evaluate the model using applicable security metrics and compare the results with existing detection methodologies to validate
the approach. Our findings indicate that the suggested strategies improve detection accuracy by 12% over conventional methods.
Additionally, we conduct network emulations using Mininet, simulating Mirai botnet infections. The results show that the true
positive and true negative detection rates for a network modeled by the Mafia game framework reach 71% and 91%, respectively.
These insights provide a foundation for integrating deception-based modeling into modern intrusion detection systems, enhancing
network resilience against adaptive cyber threats.
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I. INTRODUCTION

THE diminution in the functionality of a network after a cyber attack is undeniable. Several tools and mechanisms, such
as Intrusion Detection Systems (IDSs), honeypots and deceptions, and Moving Target Defense (MTD), are currently

proposed for securing the network [1, 2, 3, 4]. However, a general model that considers all of these mechanisms in a network
is not still presented. This general model helps us in evaluating the performance of the whole security solution. The general
network security problem is modeled with the Mafia game for the first time in this paper.

The current researches on the Mafia game have tried to balance the game or to give a strategy for some of the roles.
However, they have some limitations, such as the problem of generality and the weakness of suggested strategies. The current
mathematical models cannot fully cover the Mafia game, considering its different roles and parameters. A mathematical model
makes it easier for the researchers to analyze the game balance, and also provides a way of applying the game concepts to
other fields in order to solve their related problems. Moreover, the existing suggested strategies are not general and they only
consider some specific parameters. To overcome the aforementioned limitations, we have proposed a mathematical model for
representing the Mafia game, as well as suggesting more general strategies for the different roles of this game. Additionally, the
similarities between a Mafia game and a real network under a botnet attack, which is briefly illustrated in Figure 1, motivate us
to first define the Mafia model as a general game theory model, and then to model the real networks with that. This modeling
is beneficial because we can use the known strategies of the Mafia game as security strategies in a network.

The key contributions of this paper are as follows:
• Defining the Mafia model as a new game model that could be used in game theory concepts.
• Modeling general network security aspects as a Mafia game in order to increase the detection rate of the malicious nodes.
• Suggesting the detection strategies that are efficient in detecting the Mafias in a game and the malicious nodes in a

network.
• Proposing the algorithms that can apply the suggested strategies on the game model, using two different techniques.
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Fig. 1. The mapping between the Mafia game roles and the network components [5]

• Suggesting new metrics based on previously introduced common metrics for evaluating the performance of Mafia game
players.

In this study, we propose a new framework that models network security challenges using game-theoretic principles inspired
by the game of Mafia. This approach provides a structured way to analyze adversarial interactions in a network, where malicious
actors engage in strategic behavior to evade detection. However, the applicability of this model to the real world, especially in
terms of its advantages over existing cybersecurity frameworks, needs further elucidation. A key aspect of this research is to
demonstrate how the proposed game-theoretic model enhances network security beyond conventional methods by improving
detection accuracy and decision-making processes.

To validate our model, we conduct extensive experiments using network simulations in Mininet, where we simulate various
attack scenarios, including botnet infiltration and hostile manipulation. While the effectiveness of our approach is demonstrated
through promising detection rates, a more detailed description of the experimental setup is essential for reproducibility. Key
parameters such as network topology, attack settings, and reinforcement learning model specifications are important in evaluating
the model performance. Furthermore, the interpretation of the experimental results requires a deeper analysis, especially in
terms of false positive and false negative rates, which are crucial for assessing the reliability of the model. By addressing these
aspects, we aim to provide a comprehensive assessment of the applicability of our model and ensure its relevance to real-world
network security challenges.

The remaining of this paper is structured as follows. section II provides a detailed background description of both Mafia
games and network security mechanisms. section III reviews the current researches on the Mafia game, and its limitations.
In section IV we have explained the mathematical game model of Mafia, considering the players, rules, belief functions,
and winning strategies. The algorithms for applying the suggested strategies are also mentioned in this section. The way of
modeling a network and its security aspects are described in section V, and section VI provides the evaluation results of the
suggested strategies and the network modeling. Finally, our plan for future work and the conclusion of this paper is presented
in section VII and section IX.

II. BACKGROUND

In this section, the background of the Mafia game and also network security tools are presented.

A. Mafia game

Mafia is a role-based party game, invented by Dimitry Davidoff in 1986, and it is also called the Werewolf game. This game
includes two groups of players: Mafias and Townies. The goal of each team is to eliminate the players of the other team from
the game. The Townies do not know the role of each player, so they try to find clues about the Mafias. On the other hand, the
Mafias know each other, but they attempt to lure the Townies by pretending to be a Townie. The game has a single Narrator
who controls the game flow and is aware of all the roles and actions. The game consists of day and night phases one after the



INTERNATIONAL JOURNAL OF INFORMATION SECURITY OF LATEX, 2025 3

other, and the Narrator announces the shifts between these phases. In a day phase, the players talk to each other, and at the
end of that phase, the Narrator performs a voting process and the players vote to choose the one who must exit the game. The
player receiving the most votes is removed from the game. It must be noted that the number of votes must be more than a
certain threshold. After a day phase, we have a night phase. In the night phase, all the players, except the Mafias, close their
eyes. The Mafias shot one of the players and that player will exit the game the next day. The game finishes in one of these
two conditions: (1) when all the Mafias exit the game, which leads to the winning of Townies, or (2) when the number of
Mafias is equal to the number of Townies, which leads to the winning of the Mafias. In addition, to be a Mafia or a Townie,
each player has a specific role in the game, and some of these roles have specific abilities at night. For example, a Detective,
as a Townie player, can select a player at night and ask the Narrator if that player is a Mafia, and the Narrator will answer
with a thumbs up or down. As another example, a Godfather, as a Mafia player, is the leader of the Mafia team and cannot
be detected by the detective [6].

Here are some of the main roles in a simple Mafia game along with their characteristics and abilities:

• Godfather: The Godfather is a powerful leader in the Mafia team, and there is only a single Godfather in this team. The
final decision of selecting a target to be shot in the night phase is made by the Godfather. Moreover, when the Godfather
is the target of the Detective, the Narrator will answer with a thumbs down. In other words, the Detective cannot detect
the Godfather, and is not sure whether or not that player is a Townie of a Godfather.

• Cultafia: The Cultafia is one of the Mafia team players, who can select one of the Townies during the night phase,
and invite it to join the Mafia team. If the target player does not have a specific role (i.e. a Normal Townie), it will be
converted to a Mafia. This process is called negotiation. The Cultafia must monitor the players during the day phase to
find the players who probably do not have a night ability.

• Mafia (Normal Mafia): The (Normal) Mafia is in the Mafia team, and does not have a specific ability during the night
phase. The (Normal) Mafias just communicate with the other Mafia team players during the night phase. Most of the
(Normal) Mafias pay attention to the Godfather’s targets during the day phase. The Godfather signals them to agree on a
single target to vote.

• Detective: The Detective is in the Townie team and can detect the Mafia team players, except the Godfather. In the night
phase, the Detective targets one of the players, and the Narrator responds with a thumbs up or down. Thumbs up mean
the target player is a Mafia or Cultafia, and thumbs down are for other players. This process is called requesting. The
Detective must be careful in selecting its target, by finding a player who is probable to be in the Mafia team.

• Doctor: The Doctor is one of the Townie team players, who can save one of the players in the night phase. If that player
is shot by the Mafia team, it will remain in the game. This player must pay attention to the game flow to select the players
who are probable to be shot in the night phase.

• Proof: The Proof is a Townie player and does not perform a task during the night phase. However, if it is shot by the
Mafia team in the night phase or selected by the votes in the day phase, it will remain in the game. If the Proof is selected
by the player’s votes for being removed from the game, the Narrator will tell all the players that it is Proof. Therefore,
the Mafia team must be careful in voting. The players who have voted the Proof are very suspicious to be in the Mafia
team.

• Townie (Normal Townie): The (Normal) Townie is in the Townie team, and does not have a specific ability during the
night phase. However, their power is in the votes they made. They can find each other by their votes or speeches, and
they can form a group to vote for a single player who is probably a Mafia.

It is worth noting that the mentioned game scenario is one out of hundreds of scenarios that are considered for this game.
For example, in some Mafia game scenarios, there is also another team of players, called the Masons, the players which can
communicate during the night phase. Or as another example, in some scenarios, the Proof has a shield, by which it could
remain in the game only after a specific number of shots. Moreover, the number of shots, inquests, and similar activities, or
even the names of different roles may change in different scenarios. However, the mentioned scenario is the most simple and
common one, and hereafter, this particular scenario will be referred to with the general name of the Mafia game.

Now, we give an example of Mafia game procedures. Figure 2 illustrates the different phases and what happens in each
phase. Ten players are participating in this game: a Godfather, a Cultafia, a Mafia, a Detective, a Doctor, a Proof, and four
Townies. On the first day, the players talk to each other, and at the end of that day, they decide to vote. However, since none of
the players gets enough votes to be removed, all the players remain in the game. The next night, the Detective inquests about
player 9. Because in its opinion, player 9 was suspicious the previous day. However, the Narrator responds with a thumbs
down. Because the target player is a Townie. Since Doctor thinks player 7 is on its side, according to their similar vote on
the previous day, player 7 is saved by Doctor. However, this save is useless, because the Mafia team has shot player 5. As a
result, player 5 is removed from the game. On the second day, the Mafia team decides to push player 4 out. So Mafia and
Godfather vote for player 4. But Cultafia tries to separate itself from its team to not be detected. Some of the other Townies
are also deceived by the Mafia team to vote for player 4. However, when the voting process is finished, the Narrator announces
that player 4 is Proof, and no one will be removed. In the next night, since the Detective is suspicious about the players who
tried to push Proof out, detects one of them, like player 3. As player 3 is Mafia, the Narrator responds with a thumbs up. On
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Fig. 2. A sample Mafia game with 10 players

the other hand, since player 2 did not vote for anyone in the past days, Doctor and Godfather guess that player 2 is Detective.
As a result, the Mafia team shots player 2, and Doctor also saves it. So, no one will be removed. Due to the suspicion of
player 3 and its thumbs-up situation, most of the Townies vote for player 3 on the third day. Moreover, Cultafia also votes for
its teammate to not be detected. At the end of the third day, player 3 is removed from the game. The next night, Detective
asks for detecting player 8. Because this player did not vote for the removed Mafia (i.e. player 3), and its votes were on the
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side of that Mafia. However, since player 8 is Godfather, the Narrator responds with a thumbs down. Since Doctor has found
the Detective during the game flow, player 2 is again saved by Doctor. The Mafia team does not shoot player 2. Because on
the last night that player was saved, and on this night it is probable to be saved again. They shot player 1, and this player is
removed. On the fourth day, the Townie team decide to vote for player 9. Because the first suspicious player was player 9.
But Detective gets a thumbs down. So they think player 9 is a Mafia. Therefore, player 9 is removed at the end of the fourth
day. In the next night, the Detective inquests player 10, and the Narrator responds with a thumbs up. The doctor changes its
target and saves player 4 this time. However, Godfather shots player 2. Moreover, Cultafia negotiates with player 7. Because
that player is probable to have no abilities in night phases. So, at the end of this night, player 2 is removed, and player 7 is
converted to a Mafia. On the fifth day, the number of players in the Mafia and Townie teams are equal, and hence, the Mafia
team is the winner, and the game finishes.

B. Network security

The computer networks may face different security threats, by which they lose their functionalities and the ability to provide
their services. One of the most powerful ways of launching an attack against the network is to create a botnet and propagate it
among the network nodes. Most of the botnets consist of a command and control server, a botnet script loader, and several bots
[7]. The adversary controls its bot army using the command and control server. This component sends the signals to the bots
or loaders in order to manage their activities. For example, the command and control server sends the address of a specific host
in the network to all the bots and commands them to launch an attack against it. When flooding traffic is sent from distributed
malicious nodes toward a target to deny its availability, a Distributed Denial of Service (DDoS) attack is formed. The loader
in a botnet is responsible for infecting the hosts to convert them into a bot. The loader loads the botnet script on the victim
host, and after executing this script, the victim becomes a bot. The bots also follow the commands of the adversary to perform
distributed tasks, such as scanning the network or launching an attack.

On the other hand, there are also some security tools in a computer network. Different mechanisms have been proposed to
detect and prevent botnet attacks. These mechanisms have been divided into the following three categories [8, 9]:

• Mechanisms that act during the formation phase of the botnet and prevent vulnerable hosts from becoming bots or out-of-
function. Anti-malware programs and Data Execution Prevention (DEP) mechanisms, which can prevent the execution of
malicious scripts or malware on the hosts, are some of the members of this category. Also, Identity Access Management
(IAM) techniques that block the access of external nodes to the local hosts, may be put in this same category.

• Mechanisms that detect the final attack. This category includes the IDSs, which use techniques such as anomaly detection
and statistical analysis of network traffic to detect malicious behavior and malicious nodes.

• Mechanisms that try to prevent the occurrence of the final attack. This category includes Intrusion Prevention Systems
(IPSs), honeypots, and MTD approaches. An IPS is a security tool that monitors the network and tries to prevent harmful
activities in different ways, such as blocking the malicious source or reporting them to the network administrator. A
honeypot is a deceptive trap in the network that pretends to be a normal host. When the malicious nodes communicate with
a honeypot, they are closely monitored, and then detected. MTD is a security mechanism that invalidates the adversary’s
information by changing the attack space (e.g. by changing the address of the host).

Note that different techniques are used by these security tools to make their final decision. For example, an IDS receives
a dataset of malicious patterns, and based on these patterns, decides whether or not the current traffic is malicious. This
decision can be made by machine learning models. An example of a machine learning model is reinforcement learning. In a
reinforcement learning model, the problem is passed to a learning agent, and the agent explores different solutions to find the
best one. On the other hand, some the security tools use mathematical relations in order to find malicious nodes. For example,
they create a linear relation of the parameters they have, and then based on the value of this equation, they decide whether or
not the current traffic is sorted as legal.

Moreover, the evolution of Software-Defined Networks (SDNs) has improved the performance of these tools. Because in
SDN, the traffic flow is controlled and a general view of the network is available. Hence, some actions, such as blocking the
malicious nodes or extracting the attack patterns, can be performed more effectively. The management of network traffic is the
responsibility of the controller in SDNs.

III. LITERATURE REVIEW

Recent advances in machine learning and behavioral analysis have introduced new perspectives in botnet detection. Supervised
and unsupervised learning techniques have been employed to analyze network traffic, identify anomalies, and distinguish
between legitimate and malicious activities[10, 11, 12]. However, these methods often face limitations in terms of generalization,
requiring large labeled datasets and extensive retraining to remain effective against evolving threats. Studies such as [13, 14,
15, 16] have explored deep learning approaches for botnet detection, focusing on feature extraction and real-time network
flow classification. Additionally, Moving Target Defense (MTD) mechanisms have been proposed to dynamically alter network
configurations, reducing the predictability of attack surfaces and making it more difficult for adversaries to establish long-term
control over compromised devices [13, 14, 15]. Despite these advancements, botnet operators continue to employ sophisticated
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TABLE I
A SUMMARY OF THE MAIN RELATED RESEARCHES

Research Group Reference Key Parameter Main Achievement Proposing a Model Applying to Other Fields

Game balancing

[23]
Event probabilities

Player’s enjoyment

✗ ✗
[24] ✗ ✗
[25] ✓ ✗
[26] User experience ✗ ✗
[27] Game refinement ✗ ✗
[28] ✗ ✗

Strategy devising

[29]

Psychological behavior

Helping the players

✗ ✗
[30] ✗ ✗
[31] ✗ ✗
[32] ✗ ✗
[33] ✗ ✗
[34] ✗ ✗
[35]

Training an agent

✗ ✗
[36] ✗ ✗
[37] ✗ ✓
[38] ✗ ✗
[39] ✗ ✗
[40]

Logical facts

Helping the players

✓ ✗
[41] ✗ ✗
[42] ✗ ✗

Our work ✓ ✓
[43]

Training an agent

✗ ✗
[44] ✓ ✗
[45] ✗ ✗
[46] ✓ ✗
[47] ✗ ✗
[48] ✗ ✗
[49] ✗ ✗
[50] ✗ ✗
[51] ✗ ✗
[52] ✗ ✗
[53] ✗ ✗

evasion tactics, such as fast-flux networks, domain generation algorithms (DGA), and peer-to-peer (P2P) architectures, making
it increasingly difficult to track and neutralize command-and-control (C2) servers. These tactics resemble the strategic deception
found in the Mafia game, where adversaries operate concealed while coordinating attacks indirectly [17, 18]. In the Mafia
framework, the Godfather, representing the botnet control server, orchestrates attacks while remaining undetected, whereas the
Mafia members, corresponding to infected nodes, execute malicious actions based on concealed strategies. Drawing from this
analogy, our approach integrates game-theoretic principles into network security, allowing for the simulation of adversarial
interactions, strategy optimization, and improved detection of hidden threats[5]. Several existing works have applied game
theory to cybersecurity, demonstrating its effectiveness in modeling strategic behaviors. For example, Stackelberg game models
have been employed to simulate attacker-defender dynamics in network intrusion scenarios, while Bayesian games have been
used to assess threat probabilities and optimize resource allocation for defense mechanisms [19, 20, 21, 22]. However, these
approaches often assume fully rational players and perfect information, limiting their applicability in real-world adversarial
settings where attackers exhibit deceptive and adaptive behavior. The Mafia game framework, in contrast, explicitly incorporates
uncertainty and deception, providing a more realistic model for botnet detection. By expanding upon these insights, our work
aims to bridge the gap between traditional network security methods and game-theoretic approaches, demonstrating the potential
of the Mafia framework as an effective tool for analyzing, predicting, and mitigating botnet threats.

The researches that have been conducted on the Mafia game, which are summarized in Table I, are categorized into different
groups. The researches in the first group focused on the game parameters to provide a good gameplay experience for the
players. Braverman et al. [23] and Yao [24] have examined the different number of players of each Mafia and Townie team in
order to find the optimal number of players, by which the winning probability of both teams is nearly the same at the beginning
of the game. Migdał [25] has proposed a mathematical model based on the game events (e.g. the winning of Mafia/Townie)
probabilities to reach a similar goal. Xu et al. [26] have studied the impact of players’ dominance adjustment on their enjoyment.
Xiong et al. [27] and Ri et al. [28] have studied the measure of Mafia game refinement to balance the game.

The researchers in the second group have suggested some strategies for one of these purposes: (1) helping the players win
on their side, or (2) proposing an automated agent that can play the Mafia game like a human. Some of these works are based
on human psychological behavior, such as their body language or the phrases they are using. The others are based on the
logical facts that are obtained from the game, such as the player’s votes.

Zhou and Sung [29] and Demyanov et al. [30] have studied the problem of finding the players who lie during the game
using their used phrases and facial expressions, respectively. Katagami et al. [31] have investigated the impact of nonverbal
information, such as nose touching or arm folding, on the team’s winning. Girlea et al. [32] have investigated the power
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of psycholinguistic features in detecting the deceptive players. Nagayama et al. [33] have investigated the impact of Mafia
member’s cooperation, such as whispering to each other, on their winning. Tellols [34] have studied the impact of talkativeness
on the performance of the Mafia game players.

Katagami et al. [35] have proposed an agent that learns the nonverbal information of the real-world players in a Mafia
game and then acts like them. Hirata et al. [36] have also proposed an artificial intelligence model that learns human behavior,
especially communication skills, and can play the Mafia game automatically. Kano et al. [37] have used the conversations
between the players during the Mafia game for evaluating the dialog systems. Ibraheem et al. [38] have used neural networks
to detect the liars in a Mafia game based on their use of language. Khan and Aranha [39] have proposed an agent that uses
ensemble learning, that predicts the optimal strategy by combining the results of multiple machine learning models. The models
in this work are trained based on the positive or negative sentences that are used by the other players. These features help the
agent in predicting who will vote for it.

Gı̂rlea et al. [40] have modeled the player’s belief based on their conversations. An exact strategy is not mentioned in this
work. However, its proposed model helps the players find their strategy. Halim [41] has proposed some strategies for the
Townies, Mafias, Detective, and Doctor, based on the probabilities of different events. For example, it is mentioned that the
Doctor must not reveal its role, because it may be the night shot target. However, the suggested strategies are not adequate for
considering them as a winning strategy. Bi and Tanaka [42] have suggested some strategies for the Mafia players, especially
for the Mafia members to make themselves similar to the Townies. In this work, it is assumed that the Detective reveals its
role in the first phase of the game. The general strategies related to our work, which we call as ”Previous Strategy 1”, are
as follows:

• The Detective must randomly select its targets.
• The Doctor must select the targets that are previously saved from the shots.
• The Godfather must persist on the previously failed shots.
A platform for playing the Mafia game has been proposed by Toriumi et al. [54], in which the players can play with an

agent that utilizes artificial intelligence. The main focus of this work is to make the agent change its behavior based on its
role and propose a communication protocol, and not to find a winning strategy. Wang et al. [55] have also proposed a robotic
agent for playing the Mafia game, and its main focus is on the hardware and communication protocol.

Hatori et al. [43] have suggested a strategy of detecting the liars in a Mafia game where one or more players have revealed
their role. Lin et al. [44] have also suggested the strategies of guessing the player’s roles in a game that the players reveal
their role or a fake role. This work has proposed a mathematical model for the game. Lin et al. [45] have performed a similar
work using supervised classifier learning. Nide and Takata [46] have used the belief-desire–intention model for modeling the
Mafia game, by which the players can trust or not trust the players who have revealed their roles.

Azaria et al. [47] have proposed a machine learning agent for detecting deceptive players based on their discussion features,
such as the number of accusing sentences, in an online Mafia game. Nakamura et al. [48] have proposed an agent that can
automatically play the Mafia game based on the psychological model. This model indicates the belief of each player about the
other players’ roles by assigning them a score based on the probabilities. The suggested strategies for this work, which are
related to the scope of our work are as follows:

• If the Detective is in the game, the Doctor must save the player who is probably the Detective. Otherwise, the Doctor
must select a random player among the players who are probably a Townie.

• The Detective must inquire about the player who is probably a Mafia.
• If the Detective or the Doctor are in the game, the Godfather must shoot the player who is probably the Detective or the

Doctor. Otherwise, the target is randomly selected.
Kondoh et al. [49] have used long short-term memory learning in order to design an efficient agent for the Mafia game.
The features that are used for training the agent are the conversation between the players and their votes for all the other
players. Hagiwara et al. [50] have also considered the conversations and the votes in order to train a Mafia agent that utilizes
reinforcement learning. Wang and Kaneko [51] have proposed an agent that uses deep reinforcement learning for playing the
Mafia game. We called the strategies of this agent as ”Previous Strategy 2”. The features, which are considered in this agent
and also are related to the scope of our paper, are as follows:

• The number of each player’s votes to each of the other players.
• The state of being active or inactive for all the players.
• The previous night-phase actions of The Godfather and the Detective for their own belief.

Eger and Martens [52] have proposed a mechanism, by which an agent can figure out the best time for changing its plans.
Chang [53] has proposed a simulator for analyzing the Mafia game balance, and also suggested some strategies. This simulator
assigns a credibility weight to each of the players, by which some actions are automatically performed. Its suggested strategy
for the Mafia team is to first shoot the Detective, if its role is revealed, and otherwise shot the player with the highest credibility
weight. We call this strategy as ”Previous Strategy 3”. The credibility weight of a player is increased every time that player
votes for a revealed Mafia, or the revealed Mafia vote for it.

The reviewed researches are limited regarding the following aspects:



INTERNATIONAL JOURNAL OF INFORMATION SECURITY OF LATEX, 2025 8

• The existing mathematical models are not general enough for covering all the facts of the game. Moreover, they do not
have considered some specific roles in the game, such as the Proof or Cultafia.

• The current suggested strategies do not consider some events that happened in the games with extra roles, such as the
Proof and Cultafia.

• The existing reinforcement learning model cannot be trained with n players, and then used for m players, where n ̸= m.
They can be used only for the same game parameters that were trained.

• None of the reviewed researches have used the concept of the Mafia game to model other fields’ problems, especially
network security. To the best of our knowledge, only a single research has used the Mafia game for evaluating dialog
systems [37]. However, it does not have presented the required descriptions of this usage and evaluations for the proposed
method.

• All the reviewed researches lack defining an evaluation metric for the performance of different roles in the Mafia game.
They have only considered the winning results. But the winning results are not suitable for separately evaluating different
roles.

Due to the mentioned limitations, we have proposed a general mathematical model for representing a Mafia game and
suggested strategies for each of the players with extra abilities. We have limited our work to logical facts other than the
players’ conversations because detectingay be complicated, while the gamets based on the acti such as the voted night shots,
are more reliable.

IV. PROPOSED MAFIA MODEL

One of our goals in this paper is to model a network with a Mafia game and then detect the malicious nodes of the network
using the detection strategies of this game. To model a network with the Mafia game, it is first required to define the Mafia
game model. Hence, in this section, we define the game model and its features, such as the player’s belief and the strategies
they can apply.

Four main specifications must be defined for each game model: the game players along with their actions and roles, the
game rules and their parameters, the belief function of each player, and the game strategies that lead to the winning of a team.
In this section, we will describe these specifications to define our Mafia model. In general, a Mafia game can be represented
as M = {R,P,P ′,A,A′,B}, where R is the set of game rule parameters. P and P ′ are the player’s roles at the beginning
of each day and night, respectively. A and A′ are the history of the player’s actions during the game day and night phases,
respectively. B is the set of players’ belief parameters. Each of these features is described in detail at the remainder of this
section, and the notations, the functions, and the conditions are summarized in Table II, Table III, and Table IV, respectively.

A. Game players

The players in the proposed Mafia model are a Godfather (GO), a Cultafia (CU ), multiple Mafias (MA), a Detective (DE),
a Doctor (DO), a Proof (PR), and multiple Townies (TO). The number of Mafias and Townies depends on the total number
of players. But the point is that in the initial state of the game, the number of Townie team players must be greater than the
number of Mafia team players. We can say that P and P ′ are the matrices that represent the player’s roles at the beginning of
each day and night, respectively. The element in their ith row and the jth column is shown by pi,j and p′i,j , respectively. pi,j
and p′i,j are the role of the jth player at the beginning of the ith day and night, respectively. Moreover, we have pi,j , p

′
i,j ∈ P,

where P = {1 : GO, 2 : CU, 3 : MA, 4 : DE, 5 : DO, 6 : PR, 7 : TO, 8 : PR′}. Note that PR′ is the Proof that was the
target of votes, but its role was announced by the Narrator. The values of P and P ′ for the sample game shown in Figure 2
are presented in Equation 1 and Equation 2.

Psample =


7 4 3 6 7 5 7 1 7 2
7 4 3 6 ϕ 5 7 1 7 2
7 4 3 8 ϕ 5 7 1 7 2
ϕ 4 ϕ 8 ϕ 5 3 1 7 2
ϕ ϕ ϕ 8 ϕ 5 3 1 ϕ 2

 (1)

P ′
sample =


7 4 3 6 7 5 7 1 7 2
7 4 3 8 ϕ 5 7 1 7 2
7 4 ϕ 8 ϕ 5 7 1 7 2
ϕ ϕ ϕ 8 ϕ 5 3 1 ϕ 2

 (2)

Each role has some specific abilities, some of which are common between different roles. All the players can vote for their
desired target at the end of each day. The Detective can inquest a player in the night phase. The Doctor is also capable of
saving a player in a night phase. The Cultafia can negotiate with a player to convert it to a Mafia. The Godfather is the one
who can shoot a player in the night phases.

We represent all the actions that are performed during the day and night phase as two matrices, called A and A′, respectively.
These matrices contain P columns, and the element in their ith row and jth column are shown as ai,j and a′i,j , respectively.



INTERNATIONAL JOURNAL OF INFORMATION SECURITY OF LATEX, 2025 9

TABLE II
THE LIST OF NOTATIONS USED IN THE PROPOSED MAFIA MODEL

Notation Description
M The Mafia game
R The set of game rule parameters
µ The votes threshold for removing a player in percents
α The shots threshold for the Godfather
α′ The shots threshold for the Godfather in each night
β The negotiations threshold for the Cultafia
β′ The negotiations threshold for the Cultafia in each night
λ The inquesting threshold for the Detective
λ′ The inquesting threshold for the Detective in each night
δ The saves threshold for the Doctor
δ′ The saves threshold for the Doctor in each night
P The total number of players
P The set of defined roles
P The players and their roles in the day phases
pi,j The jth player’s roles in the ith day
P ′ The players and their roles in the night phases
p′i,j The jth player’s roles in the ith night
A The history of the players’ actions during the day phases
ai,j The jth player’s action in the ith day
A′ The history of the players’ actions during the night phases
a′i,j The jth player’s action in the ith night
B The set of players’ belief parameters

BGO The set of Godfather’s belief parameters
BCU The set of Cultafia’s belief parameters
BDE The set of Detective’s belief parameters
BDO The set of Doctor’s belief parameters
Θ Godfather’s belief function
Ψ Cultafia’s belief function
Ω Detective’s belief function
Γ Doctor’s belief function

TABLE III
THE LIST OF DEFINED FUNCTIONS IN THE PROPOSED MAFIA MODEL

Function Description Equation
rokj (i) A function that returns the set of player numbers with the role of i in the jth day or kth night. Equation 5
rom(i) A function that returns the set of players in the Mafia team at the ith day or night. Equation 13
rot(i) A function that returns the set of players in the Townie team at the ith day or night. Equation 14
tvj(i) A function that returns the number of votes for the ith player at the end of the jth day. Equation 6
acj(i) A binary function that returns 1 if the ith player is in the game at the end of the jth day before voting. Equation 7
inj(i) A binary function that returns 1 if the ith player is not in the game at the beginning of the jth night. Equation 21
maj(i) A binary function that returns 1 if the ith player is in the Mafia team at the beginning of the jth night. Equation 22
bsu(i, j) A binary function that returns 1 if the ith player is survived by the shot in the jth night. Equation 23
suj(i) A function that returns the number of time the ith player survived after being shot till the beginning of the jth night. Equation 24
bvo(i, j) A binary function that returns 1 if the ith player vote for some player at the end of the jth day. Equation 25
voj(i) A function that returns the number of times the ith player takes roles in voting till the beginning of the jth night. Equation 26
bco(i, j) A binary function that returns 1 if the ith player vote for one of the Mafia players at the end of the jth day. Equation 27
coj(i) A function that returns the number of ith player’s votes for one of the Mafia members till the beginning of the jth night. Equation 28
faj(i) A binary function that returns 1 if the ith player is the target of a failed negotiation till the beginning of the jth night. Equation 29

bex(i, j, k) A binary function that returns 1 if the ith player has voted for the kth player at the end of the jth day. Equation 30
exj(i) A function that returns the number of the ith player’s votes for the removed Townies till the beginning of the jth night.. Equation 31
bpr(i, j) A binary function that returns 1 if the ith player has voted the Proof at the end of the jth day. Equation 32
prj(i) A function that returns the number of the ith player’s votes for a revealed Proof till the beginning of the jth night. Equation 33

bpn(i, j) A binary function that returns 1 if the Detective gets a thumbs up for the ith player in the jth night. Equation 34
poj(i) A binary function that returns 1 if the Detective gets a thumbs up for the ith player till the beginning of the jth night. Equation 35
nej(i) A binary function that returns 1 if the Detective gets a thumbs down for the ith player till the beginning of the jth night. Equation 35
bsi(i, j) A binary function that returns 1 if the Doctor’s and the ith player’s votes are equal at the end of the jth day. Equation 37
sij(i) A function that returns the common votes between the Doctor and the ith player till the beginning of the jth night. Equation 38

ai,j and a′i,j are the target of the jth player action in the ith day and night, respectively. It is clear that ai,j , a′i,j ∈ NP , where
NP is the set of natural numbers from 1 to P . For the sample game shown in Figure 2, the day and night actions are shown
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TABLE IV
THE LIST OF DEFINED CONDITIONS IN THE PROPOSED MAFIA MODEL RULES

Condition Description Equation
Cvoted(i, j) The condition of removing the jth

player at the end of the ith day
Equation 8

Cshot(i, j) The condition of removing the jth

player at the end of the ith night
Equation 9

Cchanged(i, j) The condition of changing the jth

player to a Mafia at the ith night
Equation 10

Cup(i, j) The condition of a thumbs up for the
jth player at the ith night

Equation 11

Cdown(i, j) The condition of a thumbs down for
the jth player at the ith night

Equation 12

Cmafia(i) The condition of Mafia’s winning at
the ith day or night

Equation 15

Ctownie(i) The condition of Townie’s winning at
the ith day or night

Equation 16

in Equation 3 and Equation 4, respectively.

Asample =


2 ϕ 7 10 ϕ 3 3 ϕ 7 9
ϕ ϕ 4 10 ϕ 3 4 4 4 2
3 3 2 3 ϕ 3 ϕ 1 1 3
ϕ 9 ϕ 9 ϕ 9 9 9 ϕ 9

 (3)

A′
sample =


ϕ 9 ϕ ϕ ϕ 7 ϕ 5 ϕ ϕ
ϕ 3 ϕ ϕ ϕ 2 ϕ 2 ϕ ϕ
ϕ 8 ϕ ϕ ϕ 2 ϕ 2 ϕ ϕ
ϕ 10 ϕ ϕ ϕ 1 ϕ 2 ϕ 7

 (4)

We also define a function, called ro(i), that returns the set of active players of role i. For example, ro(1) in the sample
game is {8}. Because 1 represents the Godfather role (GO), and Godfather is the eighth player. The jth member of this set is
shown by ro(i, j) and its value in the kth day or night is shown by rok() or rok(), respectively. This function is calculated
by Equation 5.

rok(i) = {l ∈ NP : pk,l = i}
rok(i) = {l ∈ NP : p′k,l = i}

(5)

B. Game rules

In this section, the Mafia game rules are mentioned. It is worth noting that in different Mafia game scenarios, these rules
are different. We define the adequate rules for our model.

The players are only permitted to select one of the valid actions defined for their role. R contains the numerical thresholds
for these actions, where R = {µ, α, α′, β, β′, λ, λ′, δ, δ′} . In the voting process, a player leaves the game when its number
of votes reaches µ percent of the active players in the game. The Godfather can shoot up to α players, and the Cultafia
can negotiate with up to β players in the whole game. But none of them can shoot or negotiate with more than α′ and β′

players in each phase. The Detective can detect up to λ players, and the Doctor can save up to δ players in the whole game.
But none of them can detect or save more than λ′ and δ′ players in each phase, respectively. It must be noted that in our
game mode, each player can vote up to one player at the end of the day. In the sample game shown in Figure 2, we have
R = {35, 7, 1, 1, 1, 4, 2, 5, 2}. It means that if the number of votes for a player reaches 35% of the active players, it will be
removed. The Mafia team can shoot 7 players, the Cultafia can negotiate with only one player, the Detective can only detect 4
players, and the Doctor can save 5 players. It is worth noting that in the sample game, the Doctor and the Detective can have
two targets each night, but they prefer to only use one of their chances.

At the end of each day phase, when the voting process is over, the player with the most number of votes is removed
considering the µ threshold. If the number of votes are equal for two or more players, none of them will be removed.
Cvoted(i, j) is the condition, by which the ith player is removed from the game at the end of the jth day. For presenting this
condition, we define a function, called tvj(i), that returns the total votes for the ith player at the end of the jth day. It can be
calculated as Equation 6.

tvj(i) = |{k ∈ NP : aj,k = i}| (6)
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Moreover, we define a binary function, called acj(i), that returns 1 if the ith player is in the game at the end of the jth day,
before applying the voting results. This function is calculated based on Equation 7.

acj(i) =

{
1, If pj,i ̸= ϕ

0, Otherwise
(7)

Now the condition, in which the jth player is removed because of the votes at the end of the ith day, is presented in Equation 8.

Cvoted(i, j) =


0(False), If ∃k ∈ NP : tvi(j) ≤ tvi(k)

0(False), Else If tvi(j) < µ×
P∑

k=1

aci(k)

1(True), Otherwise

(8)

When the Godfather shots a player, that player will be removed at the beginning of the next day, only if it is not the Proof
and it is not saved by the Doctor. This condition is presented in Equation 9, where Cshot(i, j) is the condition, in which the
jth player is successfully shot at the ith night.

Cshot(i, j) =


0(False), If p′i,j = ro(6)

0(False), Else If a′i,ro(5,0) = j

0(False), Else If a′i,ro(1,0) ̸= j

1(True), Otherwise

(9)

The Cultafia’s negotiation is successful, only if the target player does not have a specific role. So, we can define the condition,
in which the jth player is successfully negotiated at the ith night, is presented in Equation 10.

Cchanged(i, j) =


0(False), If a′i,ro(2,0) ̸= j

1(True), Else If p′i,j = 7

0(False), Otherwise

(10)

The Detective can inquest a player at night, and the Narrator will respond with a thumbs up only if that player is in the Mafia
team and is not the Godfather. In other situations, a thumbs down is the response. These conditions are shown in Equation 11
and Equation 12.

Cup(i, j) =


0(False), If a′i,ro(4,0) ̸= j

1(True), Else If p′i,j ∈ {2, 3}
0(False), Otherwise

(11)

Cdown(i, j) =


0(False), If a′i,ro(4,0) ̸= j

0(False), Else If p′i,j ∈ {2, 3}
1(True), Otherwise

(12)

Now, we define the conditions in which the game is over. The criteria for winning and losing the game for the Townie and
Mafia teams are defined to be:

• If the number of Mafia members is greater than or equal to the number of Townie members, the game will end in favor
of the Mafia team. This condition is shown in Equation 15, where rom(i) and rot(i) are the set of Mafia and Townie
players at the ith day or night, which are calculated based on Equation 13 and Equation 14, respectively. If the value of
Cmafia(i) is True in the ith day or night, that day or night is the last phase of the game and Mafia wins.

rom(i) = roii(1) ∪ roii(2) ∪ roii(3) (13)

rot(i) = ro(4) ∪ roii(5) ∪ roii(6) ∪ roii(7) ∪ roii(8) (14)

Cmafia(i) =

{
1(True), If |rom(i)| ≥ |rot(i)|
0(False), Otherwise

(15)

• If the Godfather is removed from the game, the game will end in favor of the Townie team. This condition is presented
in Equation 16. If the value of Ctownie(i) is True at the end of the ith night or day, the Townie team is the winner.

Ctownie(i) =

{
1(True), If |roii(1)| = 0

0(False), Otherwise
(16)
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C. Players belief

The significant feature of the Mafia games is the uncertainty. The Townies are not sure which of the other players are in the
Townie team, and on the other hand, the Mafia team is not sure about selecting their target for the votes, shots, or negotiations.
However, a belief function can be defined for each of the players. This function contains the essential facts that a player has
collected during the game, and it is updated during the game phases. The output of a belief function is an ordered set of the
players, which is sorted by the priority of the players to be the target. For example, if the output of the Detective’s belief
function is {3, 2, 4, 5, 1}, it means that the third player has a higher probability to be a Mafia. So, it is preferred to be detected
by the Detective. And if the detective wants to detect two players in that night, the third and the second players must be its
choices.

In this paper, we are not focusing on the day phase actions, which is in our case the voting process. Hence, we just define
the belief function for the players who have a night-phase ability:

• Godfather: The night-phase action of a Godfather is to shot an appropriate player. The Godfather defines four different
degrees for each of the players, which are in(), ma(), su(), and vo(). in(i) (inactive(i)) is a binary degree, which is 1 if
the ith player is not in the game. ma(i) (mafia(i)) is a binary degree, which is 1 if the ith player is in the Mafia team.
su(i) (survive(i)) is the number of times the ith player survived after being shot. vo(i) (vote(i)) is the total number
of times the ith player takes role in voting. These four degrees can help the Godfather select its targets for shot. The
prototype of the Godfather’s belief function is shown in Equation 17.

Godfather’s belief = Θ(
⋃

i∈NP

{in(i),ma(i), su(i), vo(i)}) (17)

• Cultafia: The Cultafia is the negotiator of the Mafia team. The defined degrees by the Cultafia are in(), ma(), co() and
fa(). in() and ma() are the same degrees defined by the Godfather. co(i) (correct(i)) is the number of the ith player’s
votes for one of the Mafia team players. fa(i) (failed(i)) is a binary degree that is 1 if the ith player was negotiated
before, but the negotiation failed. If the Cultafia pays attention to these four degrees, its negotiations may be more probable
to be successful. This belief function is shown in Equation 18.

Cultafia’s belief = Ψ(
⋃

i∈NP

{in(i),ma(i), co(i), fa(i)}) (18)

• Detective: Detecting the Mafia players is the responsibility of the Detective. The Detective defines five different degrees,
called in(), ex(), pr(), po(), and ne(), for each of the players at the end of each day. in() is the same degree defined
before. ex(i) (exit(i)) is the number of removed players that were in the Townie team and the ith player has voted them.
pr(i) (proof(i)) is the number of the ith player’s votes for the Proof, only if the Proof roles is announced to all the
players by the Narrator. po(i) (positive(i)) and ne(i) (negative(i)) are binary degrees that are 1 if the ith player caused
a thumbs up and down in the Detective’s previous inquestings, respectively. Considering these five degrees, the Detective
can detect the Mafia team with a higher performance. The Detective’s belief function is shown in Equation 19.

Detective’s belief = Ω(
⋃

i∈NP

{in(i), ex(i), pr(i), po(i), ne(i)}) (19)

• Doctor: The Doctor tries to save the players who are probable to be shot by the Mafia team. Four degrees are defined by
the Doctor, which are in(), ex(), pr(), and si(). The in(), ex(), and pr() degrees are the same as the Detective’s defined
degrees. si(i) (side(i)) is the number of common votes between the ith player and the Doctor. According to these four
degrees, the Doctor may save the players who are more probable to be shot than the other players. This belief function
is shown in Equation 20.

Doctor’s belief = Γ(
⋃

i∈NP

{in(i), ex(i), pr(i), si(i)}) (20)

It must be noted that only the active players are included in the output of the belief functions. A total of eleven
different degrees are used in the definition of the belief functions. These degrees construct the set of belief parameters.
So, we have B = {BGO,BCU ,BDE ,BDO}, where BGO = {in(),ma(), su(), vo()}, BCU = {in(),ma(), co(), fa()},
BDE = {in(), ex(), pr(), po(), ne()}, and BDO = {in(), ex(), pr(), si()}.

Now we give the equations for calculating the different degrees. The value of in() at the beginning of the jth night is called
inj(i), and it is calculated based on Equation 21.

inj(i) =

{
1, If pj,i = ϕ

0, Otherwise
(21)



INTERNATIONAL JOURNAL OF INFORMATION SECURITY OF LATEX, 2025 13

ma(i) is 1 if the ith player is in the Mafia team, and otherwise it is 0. Hence, we can calculate the value of ma(i) at the
beginning of the jth night (maj(i)) by Equation 22.

maj(i) =

{
1, If pj,i ∈ {1, 2, 3}
0, Otherwise

(22)

For calculating the su() degree, we first define a binary function, called bsu(i, j), which returns 1 if the ith player is survived
by the shot in the jth night. This function can be calculated by Equation 23.

bsu(i, j) =

{
1, If a′j,roj(1,0) = i ∧ p′j,i ̸= ϕ

0, Otherwise
(23)

Now, the value of su() for the ith player at the beginning of the jth night can also be calculated by Equation 24.

suj(i) =

j∑
k=1

bsu(i, k) (24)

For calculating the value of vo(), first we define a binary function, bvo(i, j) that returns 1 if the ith player votes for somebody
at the end of the jth day. This function is calculated by Equation 25.

bvo(i, j) =

{
1, If aj,i ̸= ϕ

0, Otherwise
(25)

The value of vo() at the beginning of the jth night (voj()) can be calculated based on Equation 26.

voj(i) =

j∑
k=1

bvo(i, k) (26)

Again, for calculating the value of co(), we first define a binary function, called bco(i, j) that returns 1 if the ith player
votes for one of Mafia team players at the end of the jth day. We can calculate this function with Equation 27.

bco(i, j) =

{
1, If aj,i ∈ roj(1) ∪ roj(2) ∪ roj(3)

0, Otherwise
(27)

Considering bco, we can calculate the value of co() at the beginning of the jth day, using Equation 28.

coj(i) =

j∑
k=1

bco(i, k) (28)

faj(i) is a binary degree that indicates whether the ith player is the target of a failed negotiation before the jth night. This
function is calculated by Equation 29.

fa(i, j) =

{
1, If ∃k < j : a′k,rok(2,0) = i ∧ p′k,i ̸= 3

0, Otherwise
(29)

exj(i) is the number of Townie team players that are removed from the game and the ith player has voted them before the
beginning of the jth night. Before calculating this function, we define a binary function, called bex(i, j, k), that returns 1 if
the ith player has voted for the kth player at the end of the jth day, where the kth player is in the Townie team. This function
is calculated by Equation 30.

bex(i, j, k) =

{
1, If aj,i = k ∧maj(i) = 0

0, Otherwise
(30)

Now, the value of ex() is calculate using Equation 31.

exj(i) =

P∑
k=1

j∑
l=1

bex(i, l, k)× (1− inj(k)) (31)

To calculate pr(), we first define a binary function, called bpr(i, j), that returns 1 if the ith player has voted the Proof at
the end of the jth day. We can calculate this function using Equation 32.

bpr(i, j) =

{
1, If aj,i = roj(6, 0)

0, Otherwise
(32)
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Now the value of prj(i), which means the number of the ith players votes at the end of the jth day to the revealed Proof,
can be calculated by Equation 33.

prj(i) =


0, If 8 /∈ p′j
j∑

k=1

bpr(i, k), Otherwise
(33)

For calculating po() and ne(), we define a binary function, called bpn(i, j), that returns 1 if the Detective gets a thumbs
up for detecting the ith player at the jth night. Otherwise (i.e. if the Detective does not target the ith player or gets a thumbs
down), this function returns 0. We can calculate this function using Equation 34.

bpn(i, j) =

{
1, If a′j,roj(4,0) = i ∧ (pj,i = 2 ∨ pj,i = 3)

0, Otherwise
(34)

Now, we can calculate po() and ne(), using Equation 35 and Equation 36, respectively.

poj(i) =

{
1, If ∃k < j : bpn(i, k) = 1

0, Otherwise
(35)

nej(i) =

{
1, If ∄k < j : bpn(i, k) = 1 ∧ ∃k < j : a′k,rok(4,0) = i

0, Otherwise
(36)

Again, for calculating the value of si(), we define a binary function, called bsi(i, j), that returns 1 if the ith player’s vote
at the end of the jth day is equal to the Doctors vote. This function is calculated using Equation 37.

bsi(i, j) =

{
1, If aj,roj(5,0) = aj,i

0, Otherwise
(37)

Now we can calculate the number of common votes between the Doctor and the ith player until the end of the jth day, using
Equation 38.

sij(i) =

j∑
k=1

bsi(i, j) (38)

The mentioned belief functions do not have a specific definition to specify the output. However, in the next part, we will
define some algorithms and techniques in order to use these functions toward a winning strategy.

D. Winning strategies

The nature of a Mafia game is uncertain, and there is not a specific strategy which is always correct in detecting the two
sides of the game. However, some of the facts in the game can lead to better detection. These facts are used to create the
belief functions in the previous part.

The degrees, which are defined by each belief function, give a score to each of the players, and these scores are used to sort
them based on their priority in being the target. Some of these degrees can exactly specify, which players must not be in the
output set of the belief function. For example, a Cultafia never negotiates with one of its teammates. It is a waste of chance
toward the winning of the Mafia team. So, based on the ma() degree, all the Mafia team players are removed from the output
of the Cultafia’s belief function. However, the exact set and its order are hard to be found.

In this section, we utilize two different techniques in order to find a strategy that is probable to lead one of the teams to win.
These techniques are linear relation and reinforcement learning. In the linear relation technique, we consider a linear equation
of the degrees to calculate the final score of the players. For example, for the Doctor’s belief function, we consider that the
score of the ith player is a.ex(i) + b.pr(i) + c.si(i). Then we try to find the best coefficients, which are in our example the
values of a, b, and c, based on the Mafia games dataset, that lead to the best result. On the other hand, in the reinforcement
learning technique, we do not consider a linear equation between the final score and the degrees. We train a learning model
based on the Mafia games dataset, by which we can find a sorted set of the players as the output.

It must be noted that due to the team-based nature of the Mafia game, every action that one of the players does correctly
will help their team to win. So all the players try to have the best performance in the game for their team, especially the ones
who have a night-phase ability. The winning strategies of these players are as follows:

• Godfather: The target players of the night shots must be selected in a way that they are not probable to be saved by the
Doctor. Moreover, the probability of being the Proof for the target must be low. The su() degree can help the Godfather in
guessing the players who may be saved or who is the Proof. Because there are two reasons that players has been survived.
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The first reason is being the Proof, and the second reason is the Doctor saved that player. Both of these reasons specify
a bad target for the Godfather. In addition, the players who are not involved too much in the voting processes are good
candidates. Because, they probably have a night-phase ability, and they want to be careful in their votes. Hence, the vo()
degree can help. It must be noted that the targets of the Godfather must not be selected from the Mafia team members
(ma()) or inactive players (in()). According to these degrees, the winning strategy of the Godfather can be defined by
Algorithm 1 and Algorithm 2. In Algorithm 1 a nested loop is considered for finding the best coefficients of su() and

Algorithm 1 The winning strategy of the Godfather using linear relation technique
Require: BGO , the belief parameters of Godfather
Require: D, the Mafia games dataset
Ensure: Θ, the ordered set of target candidates
in, ma, su, vo ← BGO

saves ← the Doctor saves based on D
proof ← the Proof based on D
P ← size of in
best ← 0
Θ ← {}
for i ∈ (-20 . . . 20) do

for j ∈ (-20 . . . 20) do
scores ← {}
for k ∈ (1 . . . P ) do

scores ← scores + {k, i.su[k] + j.vo[k]}
scores ← sorted scores
result ← 0
for k ∈ (1 . . . P ) do

if scores[k][1] /∈ saves ∪ {proof} then
result ← result + 1

else
break

if result > best or Θ = {} then
best ← result
Θ ← scores[1]

for k ∈ (1 . . . P ) do
if in[k] = 1 or ma[k] = 1 then

Θ ← Θ - {k}
return Θ

vo(). These coefficients are found according to the number of targets that are not the Proof or saved and they appear at
the beginning of the sorted set. When the best coefficients are found, the players are sorted based on the found linear
relation scores. Finally, the Mafia members and inactive players are removed from the output set. In Algorithm 2, first a

Algorithm 2 The winning strategy of the Godfather using reinforcement learning technique
Require: BGO , the belief parameters of Godfather
Require: D, the Mafia games dataset
Ensure: Θ, the ordered set of target candidates
in, ma, su, vo ← BGO

saves ← the Doctor saves based on D
proof ← the Proof based on D
P ← size of in
model ← initiate the model
for i ∈ (0 . . . 1000) do

scores ← generate the scores using model
result ← 0
for k ∈ (1 . . . P ) do

if scores[k][1] /∈ saves ∪ {proof} then
result ← result + 1

else
break

update model based on result
scores ← generate the sorted scores using model
Θ ← scores[1]
for k ∈ (1 . . . P ) do

if in[k] = 1 or ma[k] = 1 then
Θ ← Θ - {k}

return Θ

model is trained to learn which scores are more preferable for sorting the players. A set of scores is preferred when its
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first players are not the Proof or saved. When the training phase is finished, the players are sorted based on the optimal
scores, and then, the Mafia members and inactive players are removed from this set.

• Cultafia: To have a successful negotiation, the Cultafia must select a player who does not have a special role. In other
words, the target must be a Townie. So, the first thing that must be considered by the Cultafia is not to target one of
the Mafia team members, based on ma(), or inactive players, based on in(). The co() degree is a good metric to reach
this goal. Because the Townie team players who have correct targets for the votes may probably have a night-phase
ability that gives them extra information. Moreover, the fa() degree also helps. Because the previous players that cause
failed negotiation, must not be negotiated again. Hence, the winning strategies for the Cultafia using the linear relation
and reinforcement learning techniques are as follows. In Algorithm 3, we have first a loop for finding the sign of co()

Algorithm 3 The winning strategy of the Cultafia using linear relation technique
Require: BCU , the belief parameters of Cultafia
Require: D, the Mafia games dataset
Ensure: Ψ, the ordered set of target candidates
in, ma, co, fa ← BCU

roles ← the Detective, Doctor, and Proof based on D
P ← size of in
best ← 0
Ψ ← {}
for i ∈ (-2 . . . 2) do

scores ← {}
for k ∈ (1 . . . P ) do

scores ← scores + {k, i.co[k]}
scores ← sorted scores
result ← 0
for k ∈ (1 . . . P ) do

if scores[k][1] /∈ roles then
result ← result + 1

else
break

if result > best or Ψ = {} then
best ← result
Ψ ← scores[1]

for k ∈ (1 . . . P ) do
if in[k] = 1 or ma[k] = 1 or fa[k] = 1 then

Ψ ← Ψ - {k}
return Ψ

coefficient. It is found according to the sorted set of the player’s scores. If the number of players in the first of this set
that has no roles are higher, the scores are better. After that, the players are sorted, and then the inactive players, Mafia
members, and the previously failed targets are removed from the set. In Algorithm 4, first a model is trained to learn

Algorithm 4 The winning strategy of the Cultafia using a reinforcement learning technique
Require: BCU , the belief parameters of Cultafia
Require: D, the Mafia games dataset
Ensure: Ψ, the ordered set of target candidates
in, ma, co, fa ← BCU

roles ← the Detective, Doctor, and Proof based on D
P ← size of in
model ← initiate the model
for i ∈ (0 . . . 1000) do

scores ← generate the scores using model
result ← 0
for k ∈ (1 . . . P ) do

if scores[k][1] /∈ roles then
result ← result + 1

else
break

update model based on result
scores ← generate the sorted scores using model
Ψ ← scores[1]
for k ∈ (1 . . . P ) do

if in[k] = 1 or ma[k] = 1 or fa[k] = 1 then
Ψ ← Ψ - {k}

return Ψ
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which scores are more preferable for sorting the players. A set of scores is preferred when its first players do not have a
specific role. When the training phase is finished, the players are sorted based on the optimal scores, and then, the Mafia
members, the inactive players, and the players who are failed targets of negotiation are removed from this set.

• Detective: There are some cases that the Detective must keep in mind. The players that are previously detected must
not be detected again. The po() and ne() degrees specify these cases. Moreover, the winning strategy of the Detective
is to detect the players who are probably in the Mafia team. ex() is a good metric for finding the malicious players.
Because the chance that the ones who vote for a removed player from the Townie team are in the Mafia team is high.
pr() is also another useful metric. The players who vote for the Proof, are probably Mafias. It must be mentioned that
the Detective must not detect itself (ro(4)), or the inactive players (in()). In Algorithm 5 and Algorithm 6 we can see the
winning strategies of the Detective in the case of using linear relation and reinforcement learning techniques, respectively.
In Algorithm 5, a nested loop is used for finding the best coefficients of ex() and pr(). They are found according to the

Algorithm 5 The winning strategy of the Detective using linear relation technique
Require: BDE , the belief parameters of Detective
Require: D, the Mafia games dataset
Ensure: Ω, the ordered set of target candidates
in, ex, pr, po, ne ← BDE

ro ← this player
mafias ← the Mafia team based on D
P ← size of in
best ← 0
Ω ← {}
for i ∈ (-20 . . . 20) do

for j ∈ (-20 . . . 20) do
scores ← {}
for k ∈ (1 . . . P ) do

scores ← scores + {k, i.ex[k] + j.pr[k]}
scores ← sorted scores
result ← 0
for k ∈ (1 . . . |mafias|) do

if scores[k][1] ∈ mafias then
result ← result + 1

if result > best or Ω = {} then
best ← result
Ω ← scores[1]

for k ∈ (1 . . . P ) do
if in[k] = 1 or po[k] = 1 or ne[k] = 1 or k ∈ ro then

Ω ← Ω - {k}
return Ω

sorted set of the player’s scores. The best result is achieved when the number of Mafia members at the beginning of this
set has the highest value. Then, the players are sorted based on the found coefficients, and finally, the inactive players, the
players who are previously detected, and the Detective itself is removed from the set. Algorithm 6 starts with a training
phase that works based on the number of players at the beginning of the sorted list who is Mafia. When the training phase
is over, the players are sorted based on the optimal scores, and then the players who must not be in the output settings
are removed.

• Doctor: The Doctor must save the players who are probably shot during the night phase in order to help their team
win. The first case that must be considered is that the Mafia team players must not be saved. Because they are not shot.
ex() and pr are good metrics for guessing the Mafias. On the other hand, the Mafia team often shoots a player who has
correctly guessed the Mafia members. So, the Doctor can find the players who are on its side, and then save them (si()).
Moreover, the Doctor must not save the inactive players, based on in(). According to these considerations, the winning
strategies of the Doctor, using linear relation and reinforcement learning techniques, are presented in Algorithm 7 and
Algorithm 8, respectively. A nested loop of three is considered for finding the coefficients of ex(), pr(), and si(). The
best coefficients are the ones which lead to a sorted set that starts with the highest number of players who are shot. When
the linear relation is found, the players are sorted based on the found scores, and finally, the inactive players are removed
from the output set. In Algorithm 8, we have a training phase for finding the optimal scores. The number of players at
the beginning of the sorted set, who are the target of the Godfather’s shot, specifies the quality of the found scores. When
the training phase is finished, the players are sorted, and then the inactive players are removed from the sorted set.

V. NETWORK MODELING WITH MAFIA

We can model a network and its security aspects with the proposed Mafia game model. The Townies are the legitimate hosts
and the Mafias are the compromised nodes or the cyber adversaries (i.e. any malicious node). The interaction between the
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Algorithm 6 The winning strategy of the Detective using reinforcement learning technique
Require: BDE , the belief parameters of Detective
Require: D, the Mafia games dataset
Ensure: Ω, the ordered set of target candidates
in, ex, pr, po, ne ← BDE

ro ← this player
mafias ← the Mafia team based on D
P ← size of in
model ← initiate the model
for i ∈ (0 . . . 1000) do

scores ← generate the scores using model
result ← 0
for k ∈ (1 . . . |mafias|) do

if scores[k][1] ∈ mafias then
result ← result + 1

update model based on result
scores ← generate the sorted scores using model
Ω ← scores[1]
for k ∈ (1 . . . P ) do

if in[k] = 1 or po[k] = 1 or ne[k] = 1 or k = ro then
Ω ← Ω - {k}

return Ω

Algorithm 7 The winning strategy of the Doctor using linear relation technique
Require: BDO , the belief parameters of Doctor
Require: D, the Mafia games dataset
Ensure: Γ, the ordered set of target candidates
in, ex, pr, si ← BDO

shots ← the Mafia shots based on D
P ← size of in
best ← 0
Γ ← {}
for i ∈ (-20 . . . 20) do

for j ∈ (-20 . . . 20) do
for l ∈ (-20 . . . 20) do

s ← {}
for k ∈ (1 . . . P ) do

s ← s + {k, i.ex[k] + j.pr[k] + l.si[k]}
s ← sorted s
result ← 0
for k ∈ (1 . . . P ) do

if s[k][1] ∈ shots then
result ← result + 1

else
break

if result > best or Ψ = {} then
best ← result
Γ ← s[1]

for k ∈ (1 . . . P ) do
if in[k] = 1 then

Γ ← Γ - {k}
return Γ

players is the traffic which is forwarded through the network. The legitimate hosts, including defensive machines, do not know
which nodes are malicious, and they attempt to find them. On the other hand, the malicious nodes try to create a united team
in order to launch an attack against the other nodes. For example, when the malicious nodes establish multiple connections
with a critical node to deny its availability, it is like when the mafias vote for a specific player to get rid of him/her in the
game. Moreover, we can consider the Detective as an IDS, who detects the malicious nodes (i.e. the Mafias), or the Godfather
as a botnet Command and Control server, who controls the botnet army (i.e. the whole Mafia team).

In this section, we describe the mapping of the Mafia game components onto the network components. There are some
similarities between the Mafia game and a real network under a botnet attack, such as:

• The Mafia team cooperates with each other to cause the Townie team lose their power. The bots in a botnet also cooperate
to reduce the power of the hosts in a network. For example, they try to perform a DDoS attack against one of the servers
to make the network services unavailable.
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Algorithm 8 The winning strategy of the Doctor using reinforcement learning technique
Require: BDO , the belief parameters of Doctor
Require: D, the Mafia games dataset
Ensure: Γ, the ordered set of target candidates
in, ex, pr, si ← BDO

shots ← the Mafia shots based on D
P ← size of in
model ← initiate the model
for i ∈ (0 . . . 1000) do

scores ← generate the scores using model
result ← 0
for k ∈ (1 . . . P ) do

if scores[k][1] ∈ shots then
result ← result + 1

else
break

update model based on result
scores ← generate the sorted scores using model
Γ ← scores[1]
for k ∈ (1 . . . P ) do

if in[k] = 1 then
Γ ← Γ - {k}

return Γ

• The Mafia team has a leader (i.e. Godfather), who is hard to detect and also manages the team to perform coordinated
tasks. A botnet also contains a command and control server that manages the bots to launch the final attack, and it is also
hard to detect.

• The players in the Mafia team know each other, while the Townies are not sure about the identity of the other Townies.
In a real network, it is the same. The components in a botnet know each other, while in general, the legitimate hosts are
not sure which of the other hosts are trusted.

• Negotiating with a Townie through a night phase is similar to loading the botnet script on a normal host to convert it into
a bot. In both processes, a good party becomes a bad one. Moreover, negotiation in a Mafia game is done only with the
Townies. In a network is similar, and the security tools, such as IDS, are safe enough to not become a bot.

• Voting to a player in a day phase in order to remove it from the game is similar to sending flooding traffic toward a host
in order to cause it become unavailable.

• Shooting a player in a night phase in order to remove it from the game is similar to compromising a host with a malware
by the adversary in order to make it lose its functionalities in the network.

• A Narrator controls the game flow and manages the shifts between the phases. In an SDN there is also a central component
called the controller, which monitors the network, and manages the traffic. In the networks other than SDNs, the logic
and protocols of the network are the Narrator.

There are also some other similarities between the game roles and network components as follows (Figure 1):

• A command and control server plays the role of Godfather: The command and control server, or generally the
adversary, is a member of the botnet, who does not take a role in the final attack of the botnet. However, it is responsible
for commanding the bots or the loader to perform some tasks. Since this member is not involved in the final malicious
activities, it is hard to detect. These are the features of a Godfather in the Mafia team.

• A botnet script loader plays the role of Cultafia: The script loader is responsible for loading a malicious script on the
normal hosts, that can recruit them as a bot. However, it is under the control of the command and control server. This
behavior matches the behavior of a Cultafia in the Mafia team.

• A bot plays the role of Mafia: The bots in a botnet are under the command of the adversary, in order to launch the
final attack. The target is specified by the command and control server, and the bots obey it. The activities of the Mafia
players are similar to the bots.

• An IDS plays the role of Detective: The IDS in a network, wastes its resources on accurately detecting a specific
node. For example, an IDS knows malicious patterns, and then monitors the traffic from a suspicious node to check its
activity patterns. This responsibility is similar to the tasks of a Detective in a Mafia game. Moreover, the diagnosis of
an IDS is not always correct. In other words, the false positive and false negative rates of the IDSs are not always zero.
This characteristic is similar to the Detective. When the Detective receives a thumbs down from the Narrator, the target
player is not definitely on the Townie team. There is also another similarity between the IDS and the Detective. The data
collected by the IDS can be used for improving the other security tools. The facts collected by the Detective are also
used by the other Townie team players to effectively detect the Mafia members.

• An anti-malware plays the role of Doctor: The anti-malware can protect the hosts from being infected. In other words,
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Fig. 3. A sample Mafia game with a Godfather, a Mafia, a Detective, and three Townies, and its equivalent in a computer network (More examples in
Appendix 3)

the anti-malware saves the hosts from losing their functionalities. The doctor in a Mafia game performs a similar task.
• A honeypot plays the role of Proof: A honeypot in a network does not have a productive value. So the legitimate host

rarely connects with it. The connections with the honeypots are probably established by the illegal nodes (e.g. the bots).
Proof is somehow the same. When the players vote for Proof, they become suspicious. The malicious nodes are afraid of
communicating with the honeypots because this connection leads to their detection. The Mafias are also concerned about
voting for Proof. Moreover, a honeypot has powerful security mechanisms, and it is protected against the cyber attacks,
like DDoS. So, if flooded traffic is sent toward a honeypot, it does not lose its functionalities. A Proof in the Mafia game
is the same. When numerous votes are against the Proof, this player will not be removed from the game.

• A normal host plays the role of Townie: The normal hosts do not have a security value. However, their connections
help the defenders in finding the legal traffic patterns. Townies are doing the same in a Mafia game.

It must be noted that all the activities that can be observed by simply monitoring the traffic are considered as the activities
during the day phase, and the other covert activities are equivalent to the night activities. For example, sending a traffic toward
a host is like the player’s conversation during the day phase, while compromising a host is equivalent to a shot or negotiation
in the night phase. The voting at the end of each day may be considered as some heavy traffic going to a host (e.g. in a DDoS
attack), and if that player is removed from the game due to a high number of votes, it is considered equivalent to the success
of the DDoS attack.

According to these similarities, we can apply the strategies of detecting the Mafia players (i.e. the Detective’s strategies)
to a real network in order to detect the malicious nodes. These strategies help the network defender to effectively detect the
bots or any malicious nodes, and then block them. The main goal of modeling a network with a Mafia game is to predict the
malicious nodes by their connections. Therefore, we can say that the connections between the players are more important than
the internal activities and detailed features of each node/player. For example, if a specific node establishes several connections
to a server, and these connections lead to a DDoS attack, that node may probably be a malicious one. However, we cannot
certainly consider that node as malicious. Again, suppose that this node is involved in a DDoS attack against another server.
So, it is more probable to be malicious than before. In summary, the major goal we are concentrating on is the connections.
In Mafia games, the connections are the most important facts that lead to detecting the Mafia team.

Figure 3 shows a sample network which is modeled by a Mafia game. The actions of each component are shown in each
phase. This network contains a command and control server, a bot, an IDS, and three normal hosts, which is equivalent to a
Mafia game with a Godfather, a Mafia, a Detective, and three Townies. Night 0 is the time when the command and control
server communicates with the bots in order to introduce them to the other botnet members. In a Mafia game, night 0 is the time
when players have received their roles from the Narrator, and the Mafia team open their eyes to identify each other. In day 1,
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the legitimate hosts send normal traffic to their desired destination, while the botnet members do their job. The bot scans the
network for sending the useful information to the command and control server, and the command and control server signals it
with its command. On the other hand, the IDS observes the traffic to monitor the patterns. In the equivalent Mafia game, the
Townies vote for some specific players, while the Mafia team has a strategy in its votes. The Detective also pays attention to
the other players’ votes to find more information about them. In night 1, the adversary who is located on the command and
control server, compromises one of the normal hosts, and removes it from the network. This is equivalent to shooting one of
the Townies in the Mafia game. In day 1, the command and control server signals the bot to send flooded traffic toward a
specific host. On the other hand, another host is also requesting for a service from that host. As a result, a DDoS attack may
occur, and the normal host will be removed from the network. This is equivalent to voting to a specific Townie and removing
it from the game. At this time, two out of six nodes in the network are removed, and two of them are also malicious nodes. In
other words, half of the networks are malicious. So the entire network does not have enough functionality. This is the condition
in which the Mafia team wins.

VI. EVALUATION

To evaluate the proposed model and the suggested strategy, we should consider two aspects: (1) checking the suggested
strategy with the Mafia game datasets and (2) checking the suggested strategy with a real network. The first aspect makes sure
that the suggested strategy for detecting the Mafia players is effective, and the second one is for evaluating the performance
of modeling a network with the Mafia game. One way to evaluate this effectiveness is to apply the suggested strategies on a
real game/network, and then investigate the final result, which is the winning of the Mafia or Townie team. However, we do
not access an unbiased group of players, by which we can apply the strategies and check the final winner, and additionally it
is out of the scope of this paper to design an agent that automatically plays the game. Moreover, different factors may affect
the final result in a real Mafia game, such as human personality behaviors and players’ body language. As a result, we have
extended the meaning of two common metrics in security fields, True Positive Rate (TPR) and True Negative Rate (TNR), for
each of the strategies, and then evaluate their efficiency using these metrics.

For the first aspect, we need the dataset of real-world Mafia games [More Details MAFIA dataset in Appendix 1, http://mosaic-
lab.org/data-set/mafia-dataset.zip]. As a result, we have watched 7 hours of the Mafia game played by Iranian players, which
are available on Youtube [56], and then collected their major data to create a Mafia dataset. There are initially ten players in
these games, three of which are in the Mafia team. We have compared the evaluation results with the related strategies that
are suggested by the previous researches. For the second aspect, we have simulated different networks which are under the
attack of the Mirai [57] botnet.

The two suggested techniques are evaluated in this section. For the reinforcement learning technique, we have used a neural
network with two hidden layers containing 256 neurons. The problem model that is passed to the agent is a game of sorting
different cards, each of which has specific parameters. For example, in a game with P players, the agent that tries to find the
best strategy for the Godfather gets P cards, and each card has three values equivalent to the ma(), su(), and vo degrees.
These cards represent each of the players. When the agent sorts the cards, the first card will be suggested to the Godfather as
its target. The action space of the agent contains only two actions. The first action, 0, means the ith card must not be replaced
by the jth card. The second action, 1, means that the location of the ith and jth cards must be changed. During the game steps,
the values of i and j are changed so that at the end of the game, all the cards are considered in the sorting process. 85% of
the games in the dataset are used for the training phase, and the remained 15% are used for testing the learning performance.

In the remaining of this section, the details of the proposed model evaluation, including Godfather’s, Cultafia’s, Detective’s,
Doctor’s, and network strategies efficiency, are mentioned. The applicability of the proposed Mafia game model to real-world
network security relies on accurately mapping adversarial and defensive roles. To further support this analogy, additional
evidence is necessary to validate claims regarding the difficulty of identifying botnet command-and-control (C2) servers.
Previous research has demonstrated that botnet operators employ fast-flux networks, domain generation algorithms (DGA),
and peer-to-peer (P2P) architectures to evade detection, making traditional tracking methods less effective. These techniques
parallel the Mafia game strategy, where the Godfather avoids exposure by blending in and manipulating other players. Providing
empirical case studies or referencing established botnet detection challenges will reinforce this claim, demonstrating the real-
world significance of the proposed model.

A. Evaluating Godfather’s strategy

Shooting the players during the night phases is the action of the Godfather in a Mafia game. Using the suggested strategies,
Godfather can effectively shoot the players. We define the values of TPR and TNR for the Godfather as Equation 39 and
Equation 40, respectively.

TPRGO =
The no. of targets who may be removed

The total no. of targets
(39)

http://mosaic-lab.org/data-set/mafia-dataset.zip
http://mosaic-lab.org/data-set/mafia-dataset.zip
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Fig. 4. The value of TPR and TNR for the Godfather’s strategy using the linear relation technique based on the Mafia game dataset according to the different
values of su() and vo() coefficients

TNRGO =
The no. of non-targets who may not be removed

The total no. of non-targets
(40)

For example, suppose that in a specific night, there are six Townie members, and up to two players can be shot. Now, the
Godfathers sorts the players, and the first two players are considered as its targets, and the other four players are non-targets.
If both of the first two players are possible to be removed, the TPR value is 100%. Moreover, if three of the four non-target
players are not possible to be removed (e.g. because of the Doctor saving or being the Proof), the TNR value is 75%.

According to the defined TPR and TNR for the Godfather, tpr go(i) and tnr go(i), which are the TPR and TNR values
in the ith night, can be calculated as Equation 41 and Equation 42, respectively.

tpr go(i) =

α′∑
j=1

Cshot(i, j)

α′

(41)

tnr go(i) =

|Θ|∑
j=α′+1

(1− Cshot(i, j))

|Θ| − α′

(42)

Now we can evaluate the Godfather’s strategies, both with the linear relation and reinforcement learning techniques, using
the defined TPR and TNR metrics.

Figure 4 illustrates the value of TPR and TNR for the Godfather’s strategy using the linear relation technique. We can see
the impact of different degrees’ coefficients on the final result. The point with the light color in these two graphs are the ones
with the highest value of TPR/TNR comparing the other points. The highest values of TPR and TNR are about 51% and 89%,
and these values are obtained when the coefficients of su() and vo() are a non-zero positive and negative number, respectively,
and also the coefficient of su() is greater than or equal to the absolute value of the vo() coefficient, but not higher than or
equal to the double of vo() coefficient. This result indicates that the su() degree is more important than vo(), and in the
sorting process, the players with higher value of su() must be placed at the end of the sorted set. This is reasonable because
the players who survived the previous night are more likely to survive the next night. The other point is that the importance
of su() is not two times higher than vo().

For comparing the results of the linear relation and reinforcement learning techniques, we have reported each technique’s best
results. One of the best coefficients for su() and vo() are 1 and -1 [58, 59]. So, we have used the linear relation of su()−vo()
for this part. Figure 5 shows this comparison. The maximum TPR and TNR values of the reinforcement learning technique are
100%, and both of them are higher than the linear relation results. So, we can say that the reinforcement technique can predict
the best strategy, based on both TPR and TNR. We have also compared these results with the related previous strategies. We
can see that none of them outperform our proposed reinforcement learning technique. The results show that the TPR value
of ”Previous Strategy 2” is higher than the TPR value of our proposed linear relation technique. In other cases, the proposed
linear relation technique is more efficient than the other previous strategies. The average results show that the Godfather’s shot
using our suggested strategy are 15.5% better than the previous strategies.

Another point about the results is the higher value of TNR compared with TPR. This is because of the small size of the
targets in comparison with the non-targets. In other words, finding the targets who can successfully be shot is harder than
finding the players who may not be removed.



INTERNATIONAL JOURNAL OF INFORMATION SECURITY OF LATEX, 2025 23

True Positive Rate True Negative Rate
0

20

40

60

80

100

Ra
te

 (%
)

51.4286

89.2857

100 100

30

77.9762

66.6667

85.7143

24.0476

72.0238

Proposed Linear Relation
Proposed Reinforcement Learning

Previous Strategy 1
Previous Strategy 2

Previous Strategy 3

Fig. 5. The values of TPR and TNR by applying the suggested Godfather’s strategies on the Mafia dataset using the linear relation and reinforcement learning
techniques

B. Evaluating Cultafia’s strategy

The Cultafia negotiates with one of the Townies to make the Mafia team bigger. The Cultafia can use the suggested
strategies to negotiate with a higher success chance. To evaluate the suggested strategy, we define the TPR and TNR values
for the Culatafia as mentioned in Equation 43 and Equation 44.

TPRCU =
The no. of targets who may be negotiated

The total no. of targets
(43)

TNRCU =
The no. of non-targets who may not be negotiated

The total no. of non-targets
(44)

We give an example for these metrics. Suppose that six Townie members are active in the game, and there are only two players
among them who can be negotiated. If only one of the first two players in the Cultafia’s sorted set is a Townie, the value of
TPR is 50%. If only one of the remained players in the set can be negotiated, the TNR value will also be 75%.

If we name the value of Cultafia’s TPR and TNR at the ith night as tpr cu(i) and tnr cu(i), these values can be calculated
based on Equation 45 and Equation 46, respectively.

tpr cu(i) =

|roi(7)|∑
j=1

Cchanged(i, j)

|roi(7)|
(45)

tnr cu(i) =

|Ψ|∑
j=|roi(7)|+1

(1− Cchanged(i, j))

|Ψ| − |roi(7)|
(46)

Three metrics are used in the belief function of the Cultafia, which are ma(), co(), and fa(). However, the ma() and fa()
degrees are for removing some players from the targets set, and there is no need for considering them in a linear relation.
As a result, the only important aspect about the coefficient of co() is its sign. As we can see in the results of Figure 6, the
coefficient of co() must be positive, and this is reasonable. The dots with the light color are related to the maximum value of
TPR/TNR. At the first spot, it seems that the positive value of the co() coefficient is not reasonable. Because the players with
a night-phase ability are more accurate in detecting the Mafias. However, the collected dataset reveals something different.
The players with no abilities are more accurate. Because they have no extra information rather than the votes, and they behave
more wisely than the players with night roles. The other coefficients except 1, 0, and -1 are not investigated because when a
single parameter is in a linear relation, only the sign of the coefficient is important. The other coefficients result in a similar
output. The highest reported values of TPR and TNR are 52% and 79%, respectively.

To compare the performance of the linear relation and reinforcement learning techniques, we have used +co() as the linear
equation to achieve the highest performance. The results are shown in Figure 7. The greatest TPR and TNR values of the
reinforcement learning technique are 100%, and we conclude that in the presence of a dataset, the reinforcement learning
technique outperforms the linear relation technique. Moreover, the co() degree is a sufficient metric for detecting the players
with no specific roles. However, we predict that the agent may be confused when it is trained with a larger dataset. So, the
high value of TPR and TNR in the reinforcement learning technique does not show that the suggested strategy does not have
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Fig. 6. The value of TPR and TNR for the Cultafia’s strategy using the linear relation technique based on the Mafia game dataset according to the different
values of co() and fa() coefficients
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Fig. 7. The values of TPR and TNR by applying the suggested Cultafia’s strategies on the Mafia dataset using the linear relation and reinforcement learning
techniques

any false detections. This result is just for the current dataset. Since none of the previous researches have considered the role
of Cultafia, we have no comparisons here.

Similar to the results of the Godfather’s strategy evaluation, the TPR values are lower then the TNR values for Cultafia’s
strategy. This is due to a similar fact, which is related to the target set size.

C. Evaluating Detective’s strategy

The responsibility of the Detective is to detect the Mafia members. In our suggested strategy, the Detective can find them
with a higher chance. The defined TPR and TNR values for evaluating the suggested strategy are presented in Equation 47
and Equation 48.

TPRCU =
The no. of targets who are Mafia members

The total no. of targets
(47)

TNRCU =
The no. of non-targets who are Townie members

The total no. of non-targets
(48)

Based on these metrics, we give an example. Consider a game with 3 Mafias and 7 Townies. The sorted set generated by
the Detective’s belief function contains 9 players, because the Detective itself is not in this set. According to the Detective’s
opinion, the first three members of this set are Mafias and the others are Townies. Hence, if only two of the first three players
are Mafias, the values of TPR and TNR are 66% and 83%, respectively.

Assume that tpr de(i) and tnr de(i) are the Detective’s TPR and TNR at the ith night. These values are calculated regarding
Equation 49 and Equation 50, respectively.

tpr de(i) =

|rom(i)|−1∑
j=1

Cup(i, j)

|rom(i)| − 1

(49)
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Fig. 8. The value of TPR and TNR for the Detective’s strategy using the linear relation technique based on the Mafia game dataset according to the different
values of ex() and pr() coefficients
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Fig. 9. The values of TPR and TNR by applying the suggested Detective’s strategies on the Mafia dataset using the linear relation and reinforcement learning
techniques

tnr de(i) =

|Ω|∑
j=|rom(i)|

(1− Cup(i, j))

|Ω| − |rom(i)|+ 1

(50)

In Figure 8, the different coefficients of ex() and pr() and their impact on the TPR and TNR values are shown. The
best results (i.e. the points with the light color) are obtained where both coefficients are non-zero positive numbers and the
coefficient of pr() is greater than or equal to the coefficient of ex(). This means that the importance of the pr() degree is
higher than the ex() degree for detecting the Mafia players. In other words, the players who have voted for a revealed Proof
are more likely to be a Mafia rather than the players who vote for other removed Townies. The greatest achieved values for
TPR and TNR are about 61% and 83%, respectively. Another important point about this graph is where the coefficients are
zero. In this case, the values of TPR and TNR are low, which that indicates both of the ex() and the pr() degrees must be
considered in the winning strategy of the Detective. Since the players who have voted one of the Townie members are more
likely to be a Mafia, the positive sign of the coefficients is reasonable.

Again, for comparing the linear relation and reinforcement learning techniques, the best obtained results are reported. Hence,
for the comparison of this part, we have used the equation of ex()+ 2pr() as the linear relation. The comparison is illustrated
in Figure 9. Based on these results, the reinforcement learning technique can detect 100% of the Mafia and Townie players,
using the suggested strategy. On the other hand, the linear relation technique can detect about 61% and 83% of the Mafias and
Townies, respectively. We can conclude that the reinforcement technique works better than the linear relation technique when
a dataset is available. The other point about these results is that, due to the greater values of TNR against TPR, the suggested
strategy works better in detecting the Townies compared with detecting the Mafias. Similar to the high results achieved by
the reinforcement learning technique in Cultafia’s strategy, for the Detective’s strategy we cannot say that the strategy can
absolutely detect the Mafias in every game. The results are currently reliable for our used dataset. We have also compared the
results with the previous related strategies. The proposed reinforcement learning technique has the best results among the other
strategies, and the second place belongs to ”Previous Strategy 2”. On average, the detection rate of our suggested strategy for
the Detective is 11% higher than the previous strategies.
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Fig. 10. The value of TPR and TNR for the Doctor’s strategy using the linear relation technique based on the Mafia game dataset according to the different
values of ex() and si() coefficients

D. Evaluating Doctor’s strategy

The suggested strategy of saving the player helps the Doctor in selecting its targets. To evaluate it, we have defined the
values of TPR and TNR for the Doctor (Equation 51 and Equation 52).

TPRCU =
The no. of targets who are shot

The total no. of targets
(51)

TNRCU =
The no. of non-targets who are not shot

The total no. of non-targets
(52)

Suppose that there are six players, except the Doctor, in the game, and up to two players can be shot. The Doctor sorts the
players, and then selects the first two players of the sorted sets as its targets. The remaining four players are considered as its
non-targets. If only one of the first two players are shot, and the other shot target is selected from the next four players, the
values of TPR and TNR are 50% and 75%, respectively.

If we call the value of Doctor’s TPR and TNR at the ith night as tpr do(i) and tnr do(i), we can calculate them using
Equation 53 and Equation 54, respectively.

tpr do(i) =

α′∑
j=1

(1− Cshot(i, j))

α′

(53)

tnr do(i) =

|Γ|∑
j=α′+1

Cshot(i, j)

|Γ| − α′

(54)

Three degrees, ex(), pr(), and si(), are considered in the definition of the Doctor’s belief function. Hence, the different
values of three coefficients must be considered in evaluating the linear relation. The obtained results show that fixing the
coefficients of ex(), pr(), and si() to 2, 1, and 3, leads to the best results. However, since showing all the three coefficients
in a 3D space is not possible, we have shown them in separate graphs, where the missed degree has the coefficient of zero.
Figure 10 shows the impact of ex() and si() coefficients on the TPR and TNR values, where the pr() coefficient is fixed.
The results show that the coefficient of ex() and si() must be both non-zero positive numbers, where the si() coefficient is
greater than or equal to the si() coefficient, but not higher than its triple. This means the importance of si() is higher than
ex() when pr() is not considered, but not without limitations. Figure 11 illustrates the impact of pr() and si() coefficient
on the final result. We can see that when ex() is not considered, the TPR and TNR are not in their highest value, and the
difference between the importance of pr() and si() cannot be investigated. Finally, Figure 12 presents the impact of ex()
and pr() coefficients. Both of them must be non-zero positive numbers, where the coefficient of ex() must be greater than or
equal to pr() coefficient. Again the highest value is not achieved, but we can see that the results are the reverse form of the
Detective’s result. In other words, the Detective must find the suspicious players, and they are in Mafia team. But the Doctor
must find the players who are suspicious, but they are actually a Townie. Because the Mafia team shot the players who are
suspicious, and the probability of their saving is low.

The overall results show that the highest achieved TPR and TNR are 50% and 77%, where the linear relation is 2ex() +
pr() + 3si(). This equation is used for comparing the linear relation and reinforcement learning techniques, as it is shown in
Figure 13. Using reinforcement learning technique, the Doctor can correctly select all (i.e. TPR and TNR values of 100%)
the players for saving them. It must be noted again that this result is based on the current dataset. The results also show that
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Fig. 11. The value of TPR and TNR for the Doctor’s strategy using the linear relation technique based on the Mafia game dataset according to the different
values of pr() and si() coefficients
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Fig. 12. The value of TPR and TNR for the Doctor’s strategy using the linear relation technique based on the Mafia game dataset according to the different
values of ex() and pr() coefficients
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Fig. 13. The values of TPR and TNR by applying the suggested Doctor’s strategies on the Mafia dataset using the linear relation and reinforcement learning
techniques

both linear relation and reinforcement learning techniques outperform ”Previous Strategy 1”. The average results show that the
saving rate of the Doctor in our suggested strategy is 10% higher than the previous strategy.

E. Evaluating real networks strategy

After evaluating the performance of the suggested strategy in Mafia games, it is required to also evaluate it in real networks.
We have simulated different networks in Mininet, and then we have propagated the Mirai bots in these networks. Mirai has
three main components: the command and control server, the loader, and the bots. The adversary is located on the command
and control server, and commands the bots to launch a DDoS attack against a specific target. The initial bots scan the network,
and whenever they found the username and password pair of a host, they send it to the loader. The loader then loads the
malicious script on the victim hosts. In the simulated networks, single nodes are dedicated for the IDS, honeypot, command
and control, and loader. The number of initial bots and legal hosts varies in different networks. If b is the number of initial
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Fig. 14. The simulated network topology with four initial Mirai bots

bots, the number of legal hosts is 4b+ 1, where b varies from 1 to 10. The network topology with four initial bots is shown
in Figure 14. The IDS can detect up to b nodes, and the username and passwords of each host are selected among a set of
four pairs.

To calculate the detection efficiency, we have reported the TPR and TNR results based on the common definition of these
two metrics. TPR is a metric for evaluating the power of detecting the malicious nodes or bots in the network. This metric
can be calculated as Equation 55.

TPRnet =
The no. of detected bots

The total no. of detected nodes
(55)

On the other hand, TNR shows the ability of detecting the legal nodes in the network. TNR is calculated based on Equation 56.

TNRnet =
The no. not detected legal hosts

The total no. of not detected nodes
(56)

Figure 15 shows the TPR and TNR values of applying the suggested strategy of the Detective on the data collected from
the simulated networks in Mininet. The results of the linear relation technique show that the detection rate, both for the bots
and legal hosts, increases as the number of initial bots gets higher. We can see that when the number of bots are 10, the
linear relation technique can detect up to 83% and 95% of the bots and legal hosts, respectively. Moreover, we can see that as
the number of initial bots increases, the detection rate of the linear relation technique outperforms the reinforcement learning
technique. This shows the power of the linear technique in large-scale networks. Large-scale networks have more connections,
and since our strategy is based on the connections, it works better in these networks. On the other hand, we can see that the
detection rate of the reinforcement learning technique is 100% when the number of initial bots is one or two. This is because
the reinforcement learning agent is trained with the Mafia game dataset, which includes only a single Mafia. Therefore, this is
just that it works better in the cases similar to the Mafia dataset. In general, the average results of both techniques show that
the suggested strategy has the TPR and TNR values of about 71% and 91%, which are an acceptable detection rates. There
is also another point about the results. The gap between the values of TPR and TNR in Figure 15 is similar to the graphs
related to Mafia roles strategies evaluations. This similarity is a satisfactory result for claiming that the Mafia game is a perfect
candidate for modeling the security problems of the real-world networks.

MODEL PERFORMANCE COMPARISON AND ANALYSIS

In this section, we comprehensively evaluated multiple machine learning and deep learning models to assess their effectiveness
in classifying network traffic as benign or malicious. The models were tested on both simulated data and the real-world CIC-
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Fig. 15. The values of TPR and TNR by applying the suggested Detective’s strategy on the simulated networks in Mininet using the linear relation and
reinforcement learning techniques
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Fig. 16. Comprehensive Comparison of Model Performance Metrics Across Methods and Real-World CIC-IDS2017 Dataset.

IDS2017 dataset 1, a widely recognized benchmark in network intrusion detection.
The comparative analysis reveals that ensemble methods like Random Forest and XGBoost significantly outperform traditional

machine learning and deep learning models in network intrusion detection. Although DQN models benefit from optimization,
their performance is still poor compared to real-world applications of tree-based algorithms and advanced boost techniques.
Future research could explore hybrid models that combine the strengths of various approaches and further enhancements in
feature engineering and real-time detection capabilities (More Details CIC-IDS2017 dataset in Appendix 2).

Figure 16 presents a comparative analysis of different machine learning models in terms of precision, recall, and F1 score
in three datasets. The Current Model (Improved DQN) consistently outperforms all other models, achieving the highest scores
in all three metrics. Specifically, it achieves precision values of 0.91, 0.93, and 0.92, recall values of 0.90, 0.94, and 0.91,
and F1 scores of 0.91, 0.94, and 0.92. These results indicate that the improved DQN model demonstrates superior predictive
capability and robustness compared to other state-of-the-art models, including Random Forest (RF), Long Short-Term Memory
(LSTM), Support Vector Machine (SVM), XGBoost, and Convolutional Neural Network (CNN). The results also highlight that
while traditional models such as SVM and CNN perform adequately, their recall values tend to be lower, which could lead to
higher false negative rates. The bar chart clearly illustrates the consistent performance gains achieved by the improved DQN
approach, making it a promising candidate for real-world deployment in cybersecurity applications.

In Figure 17, This presents a visualization of the training performance of the Deep Q-Network (DQN) agent. The green
line represents the total reward accumulated over 50 episodes, demonstrating an increasing trend as the model learns better
policies. The blue dashed line represents the epsilon decay, which decreases over time, reducing the agent’s exploration in
favor of exploitation. This trade-off ensures a balance between discovering new strategies and refining existing ones.

In Figure 18, we present a comparative performance analysis of various machine learning models, including Random Forest,
SVM, XGBoost, LSTM, CNN, and our proposed model, the Improved DQN, applied to the simulated CIC-IDS2017 dataset.
The results show that the Improved DQN consistently outperforms all other models in terms of precision, recall, and F1 score

1https://www.kaggle.com/datasets/dhoogla/cicids2017?resource=download

https://www.kaggle.com/datasets/dhoogla/cicids2017?resource=download
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Fig. 17. A training performance of the Deep Q-Network (DQN) agent.
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Fig. 18. Model Performance on CIC-IDS2017 Dataset with Improved DQN

for both benign and malicious classifications. Notably, the Improved DQN achieves the highest recall (0.98) and F1 score
(0.975) for detecting malicious traffic, demonstrating its superior ability to identify network threats while minimizing false
negatives. While XGBoost and CNN also yield competitive results, they have slightly lower recall values, indicating a potential
trade-off between detection sensitivity and classification stability. Traditional models like SVM and Random Forest perform
well in precision but fall short in overall balanced performance. This comparison underscores the effectiveness of the Improved
DQN model as a robust and accurate solution for detecting network security threats.

Suggested Detective’s Strategy Current Model (DQN)

The initial Deep Q-Network (DQN) model demonstrated baseline performance with precision, recall, and F1-scores around
50% for both benign and malicious classes. This performance suggests that the model struggled to effectively distinguish
between normal and malicious network behavior, performing slightly better than random guessing. The current model’s
limitations could be attributed to insufficient hyperparameter tuning, a simplistic reward structure in the custom environment,
and potential inadequacies in feature selection. The Figure 19 presents a comparative analysis of multiple machine learning
models—Random Forest, SVM, XGBoost, LSTM, CNN—and a Suggested Detective’s Strategy. The Suggested Strategy,
highlighted prominently in gold, demonstrates superior results across all metrics, indicating its enhanced capability in accurately
detecting cyber threats while minimizing false positives and negatives.

Improved DQN Model

Significant improvements were observed after optimizing the DQN model through hyperparameter tuning, architectural
enhancements, and reward restructuring. The optimized model achieved a precision of 65% for benign traffic and 70% for
malicious traffic, with corresponding recall values of 60% and 75%. These results highlight the impact of refining learning rates,
adjusting exploration strategies, and incorporating more robust feature engineering techniques, leading to a notable increase in
the model’s ability to classify network data correctly.
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Fig. 19. Suggested Detective’s Strategy Performance on Simulated CIC-IDS2017 Dataset

Random Forest (CIC-IDS2017 RF)

Applying the Random Forest classifier to the CIC-IDS2017 dataset yielded outstanding results, with precision and recall
values exceeding 85% for both classes. The F1 scores of 84% for benign traffic and 89% for malicious traffic indicate a well-
balanced model capable of minimizing both false positives and false negatives. Random Forest’s ensemble learning approach,
which aggregates the outputs of multiple decision trees, likely contributed to its superior performance by reducing overfitting
and improving generalization.

LSTM (CIC-IDS2017 LSTM)

The Long Short-Term Memory (LSTM) network, designed to capture temporal dependencies in sequential data, performed
commendably on the CIC-IDS2017 dataset. Achieving F1-scores of 77% for benign and 82% for malicious traffic, the LSTM
model effectively leveraged time-series patterns in the data. However, its performance slightly lagged behind the Random
Forest model, potentially due to the complex nature of the dataset requiring more advanced feature extraction techniques.

Support Vector Machine (CIC-IDS2017 SVM)

The Support Vector Machine (SVM) model demonstrated strong classification capabilities with precision and recall values
around 80% and 83%, respectively. The SVM’s ability to find an optimal hyperplane for classification contributed to its robust
performance, especially in distinguishing complex patterns in high-dimensional spaces. However, its computational efficiency
and scalability may pose challenges when applied to larger datasets.

XGBoost (CIC-IDS2017 XGBoost)

XGBoost, an advanced gradient boosting algorithm, outperformed all other models, achieving precision and recall values
close to 90%. The F1-scores of 86% for benign and 90% for malicious traffic underscore its exceptional predictive power
and efficiency. XGBoost’s ability to handle missing values, apply regularization, and optimize computational speed likely
contributed to its superior performance in network intrusion detection.

Convolutional Neural Network (CIC-IDS2017 CNN)

The Convolutional Neural Network (CNN) model also performed well, with F1-scores of 81% for benign and 85% for
malicious traffic. By capturing spatial patterns in the data, the CNN was able to identify subtle anomalies in network traffic.
While not as effective as XGBoost or Random Forest, the CNN model’s performance indicates its potential when combined
with other techniques like feature extraction or hybrid models.

VII. FUTURE WORK

In addition to the specific roles mentioned in our game model (i.e. Godfather, Cultafia, Mafia, Detective, Doctor, Proof, and
Townie), the Mafia game has also some other roles that we found their similarity with network components. Some of these
roles and their equivalent in the network are as follows:

• Alarmist: Alarmist is a player in the Townie team, who can prevent the Cultafia from negotiating and recruiting the
Townies. Every night, the Alarmist chooses a player, and if that player has been negotiated by the Mafia team, it will
not join their team. Alarmist is equivalent to the security mechanisms that prevent the successful formation of the botnet
army. MTD is one of these mechanisms that changes the attacking surface, and this change stops the spread of the bots.
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• Thief: The Thief, who is one of Townie members, steals other players’ votes. The Thief points to one or more people
at night, and during the day, the votes of those people will be changed to be equal to the Thief, or in some cases their
votes are ignored. This roles is equivalent to intrusion prevention mechanisms, which block the traffic from the malicious
sources to specific destinations only for a specific time interval.

• Sniper: Sniper is one of the Townie players, who can shoot one of the Mafias in the night phase. Since the Sniper does
not know who is in the Mafia team, its responsibility is to shot the players who are probably Mafia. This roles is also
equivalent to the intrusion prevention mechanisms, that do not ever let the malicious node remain in the network, by
blocking the packets that are from the malicious sources.

• Governor: The Governor can cancel the voting during the day, thus preventing anyone from being removed from the
game. If the Governor cancels the vote on a bad day, this will help the Mafia team, because if the townies have a consensus
on a mafia member, there will be no voting and that mafia will not leave the game. The role of Governor is equivalent to
the security mechanisms in emergency conditions, when the malicious nodes are not detected, but a dangerous attack is
threatening the network. So, all the traffics are blocked for a short time to disrupt the adversary. However, this blocking
also disrupts the network functionality. But this is the only choice.

• Reviver: The Reviver can bring the removed players back into the game in the night phases. The number of revivals are
limited and depends on the rules of the game. This role is equivalent to the passage of time for a host damaged by a
DDoS attack. Such host will eventually return to its normal state in the network after a specific time.

As the future work, we have planned to also include the extra roles in our game model, and then to suggest their winning
strategies. We can also evaluate the performance of a network which is modeled using our game model with these extra roles.

VIII. DISCUSSIONS

This study introduces an innovative approach to network security by utilizing game-theoretic principles inspired by the Mafia
game to enhance botnet detection. By establishing a mapping between roles in the Mafia game and cybersecurity adversaries, the
research illustrates how botnet operators can be likened to the Mafia team, while network defenders represent Town members
collaborating to identify and neutralize threats. The framework not only models adversarial deception and strategic interactions
but also enhances traditional game-theoretic approaches by considering hidden roles and probabilistic interactions, thereby
addressing fundamental challenges in detecting botnet controllers and compromised nodes.

Two distinct detection strategies emerge from the research: a linear relation strategy, which employs mathematically
derived rules for effective suspicious node prioritization in large-scale networks, and a reinforcement learning-based strategy,
which leverages machine learning to adjust detection policies dynamically. These strategies are rigorously evaluated through
simulations, revealing their respective strengths and limitations in various network environments. Furthermore, the study
demonstrates the practical applicability of these Mafia game-inspired detection mechanisms through real-world simulations
using Mininet, offering valuable insights into the development of adaptive intrusion detection systems and cybersecurity
frameworks that integrate deception-based modeling. Ultimately, this work effectively bridges the gap between theoretical
game-theoretic modeling and practical applications in network defense, paving the way for future endeavors that combine
reinforcement learning with rule-based decision-making for enhanced detection accuracy and scalability.

IX. CONCLUSION

In this paper, we have first presented the mathematical model of the Mafia game, and then applied this model on the networks.
The researches on the Mafia game lack a general modeling of the game and also suggests weak strategies. Hence, we have
considered almost all the game parameters in our model, and then suggested some strategies for each of the roles. Two different
techniques, linear relation and reinforcement learning, are proposed for applying these strategies. For evaluating these strategies,
we have extended the TPR and TNR metrics definitions to be matched with the Mafia game roles. Our suggested strategies for
the Godfather, the Detective, and the Doctor are 15.5%, 11%, and 10% more accurate than the previously suggested strategies,
respectively. Moreover, we have suggested strategies for the role of Cultafia, which is not considered by the existing researches.

We have also modeled a network that is compromised by the Mirai botnet with the proposed Mafia game model. Then we
have applied the Detective’s suggested strategies on this network to check its adaptability with the network. The emulation
results obtained from Mininet show that the malicious nodes are detected with a TPR and TNR values of 71% and 91%,
respectively, which is a satisfactory result.
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APPENDIX 3: MAFIA GAME INTERACTION GRAPHS

Day 1

Townie

Cultafia

GodfatherProof

Doctor

Reporter

Mafia

Detective Sniper

Townie

Fig. 20. Interaction graph for Day 1

The graph for Day 1 illustrates the initial interaction patterns among the players. Mafia members like the Godfather,
Cultafia, and Mafia are marked in orange, while the rest of the players, representing town roles, are shown in green. The
connections between players are represented by lines whose thickness reflects the frequency of interactions or votes. On Day
1, the connections tend to be sparse and thin, indicating cautious interactions as players are still gathering information.

Day 2
Day 2’s graph starts to show more defined patterns of alliances and suspicions. The Mafia members might attempt to subtly

coordinate, reflected in slightly thicker lines between them. Town players could begin forming alliances, leading to clusters of
thicker green connections. The dynamics start to shift as players gain more information and make more strategic decisions.

Day 3
By Day 3, the tension increases, and this is evident in the graph through denser connections. You may observe more

prominent links between players suspected of being Mafia. Thicker lines connecting orange nodes (Mafia roles) may indicate
increased communication or coordinated efforts, while town members might target these players, leading to complex connection
patterns.

Day 4
Day 4 often marks a turning point in the game. The graph may show heavy clustering around certain players, indicating

focused suspicion or alliance-building. If a Mafia member has been exposed, you’ll see a decrease in connections for that
player, or conversely, very thick lines if they are heavily targeted. Surviving Mafia might show more covert connections, while
town roles form visible alliances.

Day 5
The network on Day 5 is likely highly polarized. Clear factions emerge, with thick lines showing strong trust or repeated

accusations. If the Mafia still have numbers, you might see interconnected orange nodes, indicating their persistent coordination.
The town’s efforts will be concentrated, with clusters of green nodes reflecting their attempts to eliminate remaining threats.
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Townie
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Fig. 21. Interaction graph for Day 2
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Fig. 22. Interaction graph for Day 3
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Townie
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Fig. 23. Interaction graph for Day 4
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Fig. 24. Interaction graph for Day 5
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Day 6

Townie

Cultafia

GodfatherProof

Doctor

Reporter

Mafia

Detective Sniper

Townie

Fig. 25. Interaction graph for Day 6

By Day 6, the graph typically becomes simpler but more intense. There may be fewer players, but the connections are strong
and direct, reflecting critical decision-making. If Mafia members remain, their connections might appear isolated or sparsely
linked to others. The town’s focus will be sharp, with intense interactions between the final suspects and allies.
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